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An Efficient Technique for Eigenspace-Based
Adaptive Interference Cancellation

Cheng-Chou Lee and Ju-Hong Lea@ember, IEEE

Abstract—This paper presents a technique for the computation In this paper, we present an efficient technique to overcome
of the interference subspace for eigenspace-based interferencethe restrictions and drawbacks in utilizing the above existing
cancellation. Using a subarray partitioning scheme, we con- mathoqs. Based on the observation that a vector orthogonal to

struct the interference subspace from the subarray interference the IS of b fth iqinal is al h |
subspaces. In the case of uniform linear arrays, the proposed tech- '€ > 0F @ subarray ol theé original array IS also orthogona

nique has the advantages of reclaiming the lost degrees of freedomt0 the original IS after it is appended by zero entries, we first
due to signal blocking and reduced computational burden over present a subspace construction technique for the computation
existing techniques. The proposed technique also possesses thgf the IS spanned by the received array data vector. Based
capabiliies to cope with the case of using nonuniform linear ,, the partition of the original array into several overlapped
arrays in the environment of partially correlated signals. A ,

computer simulation example is provided for illustration and S_ubarrays, the 1S's spanned by the subarray data vggtors are
comparison. first computed and then used to construct the original IS
for finding the optimal weight vector. It is shown that the
proposed technique can alleviate the drawbacks like loss of
degrees of freedom and heavy computational burden when

|. INTRODUCTION using existing ESB adaptive interference cancellers with a

DAPTIVE interference cancellation is usually required’-A- We find that the computational complexity required by
A for maximizing the rejection of interference regardless &Sin9 the proposed technique is much less than that required by
H&ing the existing method presented in [4]. Modifications for

the interference-to-noise power ratio (INR) when processi . ! X
array data. There are several eigenspace-based (ESB) intefféf-Proposed technique are also presented for dealing with the
&ase of using a nonuniform linear array in the environment of

ence cancellers presented in the literature [1]-[6]. However;~>* X

the methods presented in [1] and [2] are only suitable for th&rtially correlated signals. _ _

case without the desired signal. The method of [3] is developed! NS Paper is organized as follows. Section Il briefly de-

under the environment of two signal sources without correl§cioes ESB adaptive interference cancellation (ESB-AIC).

tion, whereas the methods of [4] and [5] work only for th&ased on a subarray partitioning scheme, a technique for con-

situation where a uniform linear array (ULA) is used. As t§tructing the IS is presented in Section IIl. The required com-

the method of [6], correlation between signal sources is nig¢tational complexity is also evaluated. Section IV presents

allowed. the modifications required for performing ESB-AIC by using
Moreover, several major problems in implementing the ESH€ Proposed technique under some considered situations.

interference cancellation using the above methods must BeSimulation example for showing the effectiveness of the

considered. In addition to the loss of degrees of freedom whefPPosed technique is presented in Section V. We finally

using a blocking matrix to eliminate the desired signal, tHePnclude this paper in Section VI.

interference canceller of [4] suffers the expansive computing

cost for performing the required generalized eigenvalue de-

composition (EVD) on the correlation matrix of the blocked II. THE ESB ADAPTIVE INTERFERENCE

data vector in order to obtain the interference subspace (IS). CANCELLATION (ESB-AIC)

Based on the method of [5], the directional angles of the congider a linear array with!-sensor elements illuminated

interferers must be estimated before we can determine f}¢ p narrowband signal sources. The received signal at the
required IS. On the other hand, under the case of using an arf@¥, sensor element can be expressed as

with arbitrary geometry as that considered in [6], the major
problem is the difficulty of removing the component associated
with the desired signal from the received data correlation _
matrix in order to compute the required 1S. The authors of [6] m(t) = Z i (1)t (07) + 1m (1) (1)
resorted to an iterative process for the computation of the IS. =

Index Terms—Adaptive arrays.
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angled;. In vector form, (1) becomes We note tha(Gf’E;lGj)—l is the inverse of & x J matrix
P and (G¥%,G,)"! is the inverse of anM-J) x (M-J)

X(t) = ZA(@:)&: 1)+ N(1) = A S+ N(1)  (2) matrix. Therefore, finding the optimal weight vector from (9)

= requires much less computational complexity than from (8) if

) M > J. Moreover, (9) can be further reduced to
where the response vector of théh signal A(6;) =

[a1(6;), a2(6;), ---,ap(6;)]”, the noise vectorN(t) = W, = &' (In — G;(G]'G;)™"GJT)A(6) (10)

[ny(t), na(t), -+, nar(t)]”, the signal source vecto$(t) = . . : L _

[s1(t), s2(t),- -, sp(t)]", and the response matrix of signaff the sensor noises are s_pat|ally_ Wh.'te’ ."E‘"’ = mlw,

sources A, = [A(6,), A(0) A(6p)]. The ensemble wherel, denotes the identity matrix with size x M, =, the
s 1/ 2/ .

noise variance, and the resulting normalization constant. As
shown in [5], the performance of an ESB adaptive interference
R= E{X(t)X”(t)} = AS\IISA:;’ +3, (3) canceller is usually evaluated in terms of its output signal-to-
interference plus noise ratio (SINR) which is given by

m W A(0)))?
WH(A;¥; AT + 5)W,

correlation matrix ofX(¢) is given by

whereX, = E{NO)N"(t)}. ¥, = E{S({)S" (¢)} with its
(¢,7)th entry given by SINR =

Ty, fori=j
U, = . 4

g {\/me for i # j. @
where p;; denotes the correlation coefficient between itie
and jth signal sources. Without loss of generality, let the first
signal of theP signal sources be the desired signal and the
other.J = P — 1 be the interferers. Thus, the response matrix

(11)

where¥; denotes the correlation matrix of the interfererg)
fore =2,3,---, P.

I1l. COMPUTATION OF INTERFERENCE
SUBSPACE BY OVERLAPPED SUBARRAYS

associated with interferers is given by Let the original M-element array be partitioned int&
subarrays. Assume that thgh subarray has\;, (M >J)
Aj = [A(02), A(03), - -, A0, )] (5) array elements beginning with tii8/_ +1)th sensor element

ending with thelM,'th sensor element. Hencé/;" —

The signal subspace (SS) and the interference subspace >) = M. Construct a row selecting matrik; as follows:

can be designated & = range{A,} andIl; = range {4, },
respectively. Moreover, let the complements of the SS and IS T = [ty U=y tUyt]” (12)
be represented by SSC and ISC, respectively and the basis g g g

matrices spanning the SS, IS, SSC, and ISC be denotedVigre u. denotes thenth column vector offy;. Then, the

G, G;,G,, andG,, respectively. data vectorX, (t) of size M}, x 1 received by théth subarray
Consider the ESB-AIC. The optimal weight vector whici¢an be expressed as
minimizes the array output power with a constraint of unit Xu(t) = To X (1) = A S(t) + Ny (8) (13)

gain in the direction of the desired signal, i.€l(f,) and a
constraint of the optimal weight vector orthogonal to the IS camhere A, = J; A, is the response matrix and/;(t) =
be obtained by solving the following optimization problem: J, N(¢) is the noise vector associated with th¢h sub-

N - array, respectively. Letd;: = [A4x(f1)] and 4;, =
Mln.|m|ze WHRW [A5(62),- -, A (@p)] represent the response matrices of the
Subjectto  W"A(f1)=1 and W € range{G,}. kth subarray due to the desired signal and the interferers,

(6) respectively, wherel (6;) = J; A(6;). Consider the case that
_ _ o the two submatrices which contain the fitstrows and the
The optimal solution for (6) is given by last.J rows of A;, respectively, are full rank. (This is called
. " A H the unambiguity condition.) Assume that the basis matrices of
Wo = £G (G, RG)™ G, A(0) () the the IS and ISC spanned by, (¢) are designated as the

wherex denotes the normalization constant. Note that the ofsl rank matricesGj; and G, respectively. Accordingly,
jective functioni¥” RW of (6) can be replaced b x,\w  We have
if _the_ c_haracteristic_s of the_ noise vectdi(t) are knowna range{G;;,} = range{A;;}, and GZLA;, =0. (14)
priori since the optimal weight must be such a solution that
the resulting ESB adaptive interference canceller provides zérdollows from (14):
gain for all interferers and unit gain for the desired signal. Lemma 1: Range{J] G,;} C rangdG, }.
Hence, the solution given by (7) becomes This lemma states that the vectorslﬁGM are contained
o o in the ISC of X(¢). As a result, a basis matrix which spans
W, = kG (G, XaGr)™ G, A(0). (8) the same subspace as that spanned-byan be established
After some necessary algebraic manipulations, an equival&¥t f|_nd|nthhe (1-7) linearly independent vectors from the
expression for (8) is given by matricesJ;, G_rk for_ k= },2, T K. To develop a method
for constructing this basis matrix, we present a theorem as
W, =r(S, =37 'G;(GI'S,'Gy)™'GI S )A(6,). (9)  follows.
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Theorem 1: Let the partition of the original array satisfyMoreover, let H;3 be a row-selecting matrix that contains
the following conditions: the lastJ rows of the M} x M, identity matrix. One more

submatrix is constructed frorG;;, as follows:
D1: M7 =0 and Mfr = M,

D2 Mp>J and Y (My—J)=M-J
B=1 From (20) and (21), we construct a matrix as follows:
D3: M; =M} -J and - 0 -
_ . G,
M =M, + My, ie, Mf = MY |+ M; — J. _é}}” Gl
i21 723
Then, a full rank matrix constructed b .
Y Q= -Gl - @
~ T T T .
Gr —[Jl GM;JQGTQJ"'JKGTK] (15) .. GﬁK—l)S
spans the ISC associated with the data correlation madrix | O —G}L’Kl i

of (3). o . .
Proof: First, let Hy; and Hy, be two row-selecting Du€ to the unambiguity condition, all @, and Gjy; in
matrices, which contain the firgtand the lasfiZ; —J rows of (22) are full rank square matrices. As a res@, is also full

the M}, x M, identity matrix, respectively. We then construcf_"]‘m_(' Based on the above results, we present a technique for
two matrices fromA,, as follows: finding the IS spanned b (¢) as follows.

Ajpy = Hi Ay and Ajps = Hyo Ay (16) The Interference Subspace Reconstruction (ISR) Technique

Theorem 2:Let T'; be a full rank/KJ x J matrix which
satisfies the relationship df'fIQj = 0. Consider thatl’; is
G =Hp G and G, = HpaGor . (17) partitioned as follows:

Similarly, two matrices are constructed fra@; as follows:

Next, using the facts thaiﬁGrk = ( and the assumption that T, = [T,T1 T]TQ T]T;(]T (23)
Aj 1 is full rank, we can easily show from (16) and (17) that
whereT’;;, areJ x J matrices fork = 1,2,---, K. Then
Grpr = —A,»_kﬁ’AﬁQGTm. (18) a basis matrix that spans the IS associated with the original

) array is given by
Equation (18) reveals that each of the row vectoraGof,

can be obtained from a linear combination of the row vectorsG; = [(G;1T;1)"  (Gj22T;2)" - (GjK2TjK)T]T.
of G,;2. This leads to that botfy,; andG,;-» have the same (24)
rank equal toM}, — .J. Using the conditiond)1, D2, and D3,
the matrixG, of (15) can be expressed as follows: Proof: From (21) and (22), we have
G. -
Gl; e 0 GiraTir = Gigean Tira): (25)
. Gy - Substituting (25) into (24), we can easily show t@ij =0
G, = . . (19) whereg, is given by (19). From Theorem 1, we note tigat
O ' Grirein spans the ISC associated with the original array. Therefore,
GT( - b the full-rank matrixG; of (24) spans the IS associated with
r(K=1)2 GTZ the original array. This completes the proof.

After finding G;, the ISC basis matriG, required by (7)
The corresponding lower block triangular matrix of (19) hasan be computed as follows:
diagonal block matrice&s, 5. It has been shown in [7] that
the rank of a block triangular matrix is at least equal to the G, = [(—GIHG};)T Inr-g]" (26)
sum of the ranks of its diagonal block matrices. Since each ) _
of G,;- is full rank equal toM; — J, thus, the lower block whereG, andGz contains the firsy and the lasf\/ —.J rows
triangular matrix ofG, has rank given by\/ — J which is the Of Gj, respectively. _ _ _
sum of M, — J for k = 1,2,---, K. Hence, the rank oG, Next, consider the computational complexity required by
is also equal taV/ — J. Therefore, it follows from Lemma 1 USing the proposed ISR technique. LgtV, J) denote the
that the space spanned by the max is equal to the 1SC number of complex multiplications (CM) required for comput-

spanned byX (¢). This completes the proof. ing each of the basis matric€s;; for k =1,2,-.-, K. Due
Similar to (16), we can construct two matrices fra@); to the block-banded structure of (22), the matfix can be
as follows: computed with computing cost about KI* /3 CM. Comput-

ing the matrixG; of (24) costs about’® + XX_ J?(M; —
Gy = Hp Gy, and Gjpe = HiyoGjp. (20) J) CM. Hence, the total number of CM required by the
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proposed technique for computing the IS spannediiy) 1 2 3 MiH . MM M3 .. MEH Mg «+« M&  ME
is approximately given by -l -l o)s o P
Z f(Mk ; J) + MJ? 4+ %[{]3, (27) Fmdlr[lg G Fmdn[lg Giz Fmdullg Gik

1 [ Reconstructing Gj and Computing Wo ]

Fig. 1. The diagram of the proposed method under ULA.
IV. M ODIFICATIONS OF THE PROPOSEDISR TECHNIQUE

In this section, we consider the modifications of the pr&@" each subarray and, hence, the correlation maljx
posed ISR technique under different situations including difaust be replaced by the spatially averaged correlation matrix
ferent array configurations and signal characteristics. THe order to restore the rank off,;. Assume that some
received sensor noises are assumed to be spatially white Wittpf the P signal sources are coherent, whefeis not
unit power. According|y, the Corresponding Opt|ma| Weigl’ﬁreater than”. We can take the:th augmentEd data vector
vector of an ESB adaptive interference canceller can farmed by [X[(¢) Ty g (1) IM:’+2(t)'”xM:'+1(t)]T or

T T ”
computed from (10). .[x’%?—“” (t) ka__,H(t_) ey () Xii (®)]* and partition

it into I subvectors with}M; sensor elements overlapped
A. ESB-AIC Using a Uniform Linear Array for two consecutive subvectors. Then, the average oflthe

Consider the case of ESB-AIC using a ULA based on ir@rrelation matrices associated with thessubvectors is of
work presented in [4]. The desired signal is blocked from tH2€ (Mi +1) x (Mj, + 1) and used to replace thig. Itis
received data by utilizing a suitable signal blocking matrixc/éar that we do not lose the degrees of freedom according
Assume that there exists only partial correlation between am/the proposed technique. However, the_method of [4] will
two of the P signals. Fig. 1 depicts the subarray partitionin{S€! more degrees of freedom when dealing withoherent

scheme used for this case. Following the proposed ISR te¢#final sources. _ _ _ _

nique presented in Section Ill, we input théh augmented Finally, the computational complexity required by using the

data vector[XZ (t) z,+ ,(t)]T or [x,-(t) XT ()T to proposed technique is evaluated. Utilizing the method of [8]
s " . 3 i

the kth blocking matri;(ch and then take the correlationto perform the EVD on (28) requirei2};” CM. Additional

matrix of the output data vector. Let the correlation matrig.c CM are required in order to whiten the data vector

of the kth augmented data vector be denotedlfs. Then at the OUthUt OfB;.. The cost required for computi_ng (29)
it is easy to show that the correlation matrix of the da] about M/ CM. Thus, the number of CM required for

vector at the output of3;, is given bnyRkak and the |nd|r}9 the I?:SGJ spa}(nned ny(t) '52 apqgo?(rln;ately g2;|ven by
. ! . SR H 143 M+ J X", Mi+MJ® + 5KJ°. MJ° more
corresponding noise correlation matrix is giventyB; Bj. cM k=1 """k d tk_lbt k th i 3I iaht tor f
Therefore, the output data vector froBy, can be whitened are required 1o obtain the optimal Weght vector from
by applying it to the operato(Bka)—1/2. Accordingly, (20) after obtaining the I_EGJ». Therefore, the ftotal number of
the whitened data vector has correlation matrix given b M re_qwre_d for performing the ESB-AIC using the proposed
(B B,)~"?BY Ry, By, (B B;,)~'/? and its EVD can be technique |sKab0ut .
expressed as 4> ME+7> M +2MJ*+ Y KT (30)
(BI B> (BI Ry, B,)(BY B,)™'/* pay pay
=U MU 47,V v (28) If M > M; > J, then the last three terms of (30) can be
neglected. Hence, (30) is approximately equal t&-f4, A3,
whereU; and A, contain theJ principle eigenvectors and In contrast, the computational burden required by the method
eigenvalues, whileV;, contains the other eigenvectors witlof [4] for obtaining the optimal weight vector is about 4
eigenvalues equal tar,. Using (28), we can construct anCM, which is much more than (30).
My, x J basis matrix which spans the IS associated with the . . .
received data vectoK () as follows: B. ESB-AIC Using a Nonuniform Linear Array
In this situation, we consider two cases where the desired
(29) signal and interferers are uncorrelated and patrtially correlated,

for k = 1,2, --, K. Then, the IS's obtained by (29) are use§eSPectively. _ .

to construct the original IS spanned by the received data vectol) Desired Signal Uncorrelated with Interfererset X (t)

X (¢) using the proposed ISR technique. Note from (29) that fgnote the data vector received b{ the consecutive

degrees of freedom are lost in computing @g. and, hence, S€NSOr elements starting from the/;] j‘ Lth (or the

the resulting 1SG; of the original array still has a dimension(M;_ — P + 1)th) sensor element to thel/;” + P)th (or the

equal toM x J. It follows from (10) that the optimal weight /i th) sensor element. The corresponding response matrices

vector will have a dimension equal 16 x 1. In contrast, it has O the desired signal, interferers, and all incident signal

been shown that the optimal weight vector obtained by usiﬁgurces are designated As;, A;:, and 4., respectively.

the method of [4] only has a dimension equalfd —1) x 1. Hence, the cross-correlation matrix betwe®pn(t) and X; ()
Next, consider the case of coherent signal sources. \§ediven by

can employ the spatial smoothing scheme presented in [9] E{X, ()X} (1)} = Au VAL —|—A]»1€\IJ]»}1;,L§C (31)

G;ir = (BY By,)'U,
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where ¥; and ¥; are the full rank correlation matrices T
associated with the desired signal and interferers, respectively. 123330738

Under the assumption of unambigl‘"ty condition, i_t iS~ ea%fg. 2. The subarray partitioning configuration for simulation example.
to show that these exists such a full-raftkx J matrix C

that G, Az, = 0 and C’f?l,»k is a full-rank square matrix. Matrix spanning the IS associated with the original array can

Multiplying both sides of (31) byC; yields be constructed as follows:

E{X;(O)XE@)1C) = Ajk\I!,';lﬁék. (32) G; = [GJTM ajle aszz a]'TKz]T~ (39)
Examining (32), we note that the product Wﬁﬁﬁék rep- Fin_ally, we evaluate_ the computational complexity [equired
resents a square matrix with full rank. Moreover, (32) spaf’ this case. Computing each Gi; for k =1,2,. -, K re-

the IS of thekth subarray fork = 1,2,---, K. Then, the quires122/;? CM based on the method of [8]. Computiag,..

3 2
interference subspaces obtained by (32) are used to constF (35) costs aboul2P”/3 + 27 P* + (M; — P)PJ] CM.

the original IS spanned by the received data vedi¢t) using Esege;\?ée_' t?ﬁ_ total ”‘:)mbef of tC;M requireddf;)r r;]er_formi_ng Lhet
the proposed technique. - in this case by using the proposed technique is abou

Based on the above description, we note thatfth®;,, /) SE 0 83
becomes about/? M. It follows from (27) that the total 122Mk t2MJ"+ 3 KP7 (40)
number of CM for finding the basis matrix which spans the k=1
IS associated with the original array is abaiff_, J?M; + V. SIMULATION EXAMPLE AND COMPARISON
M.J?+11KJ? /3. Moreover,M J> CM are required for find- | this section, a simulation example for illustration and

ing the optimal weight vector from (10). Therefore, performingomparison is presented. For this example, each simulation
the ESB-AIC based on the proposed technique requires abgagult is the average of 100 independent runs with independent
3MJ? 4+ 14KJ3/3 CM. noise samples and independent signal samples for each run.
2) Desirgd SignaI_PartiaIIy Correlated with Interferers: Example: Here, we evaluate the performance of the ESB-
First, let H;; and Hy, be two row selecting matrices AIC using an eight-element ULA with interelement spacing
containing the first” rows and the lasfi/;, — P rows of the equal to A/2 (half wavelength). The received sensor noise
My, x M, identity matrix, respectively. Then, we constructs assumed to be spatially white with unit power. There are
two matrices fromG,; as follows: two interferers with INR= 10 dB are impinging on the
G = H.1G,, and G.po = HpoG.p. (33) array from —32° and —38 off broadside, while a desired
signal with signal-to-noise ratio (SNR} 6 dB is impinging

Similarly, two matrices are constructed frafy, as follows: e array from the broadside. The correlation coefficients

Gjpi = HGj, and Gjpo = HysGjy. (34) between these three partially correlated signal sources are
Next, we present the following theorem. given by pi, = .0.3eXp(0.§j), pis = 0.3 exp(0.97), _a_nd
Theorem 3:If G.;; is invertible, then pa3 = 0.2exp(0.15), respectively. Fig. 2 shows the partitioned

— et subarrays for this example. The array output SINR versus the
Girr = Gar2Go G (3%)  number of snapshots is depicted in Fig. 3(a). In addition to

Proof: Similar to (33), the response matrix associateithe result of using the proposed technique, the result of using
with the desired signal for theth subarray can be partitionedthe method of [4] is also presented for comparison. It can be
as follows: seen that the proposed technique is more effective than the
Ay, = [AT,, AT (36 method of [4]_as expected since the_degrees of freedom are

_ — _ — _ not lost by using the proposed technique. The corresponding

where Ay = HyiAg, and Ages = HyoAge. Since the grray output beampatterns obtained after 600 data snapshots
signal sources are not coherent, we note that the matn_(éﬁg plotted in Fig. 3(b). For comparison, we also show the
[AarGji] and G, both span the same SS associated Wilbampattern of using the conventional adaptive beamforming
the kth subarray. Hence, there exists a unique transformati@a:hnique with a unit-gain constraint in the desired signal

matrix I', such that B direction like that of [10]. Both the proposed technique and
A Gy | _ |Gom | (37) the method of [4] provide very deep nulls in the interference
Agr Gipo G| " directions. However, the mainlobe by using the method of [4]
It follows from (37) that is wider than that by using the proposed technique. Although

— the conventional technique of [10] can produce almost the

A ,
Up =GafAa Ginl (38) " same mainlobe as the proposed technique, it cannot effectively
Substituting (38) into (37), we obtain the result as shown Buppress the interference.

(35). This completes the proof.

From Theorem 3, we note th&;» can be easily found VI. CONCLUSION
from (35) oncel;; is available. If we partition the original ar-  This paper has presented an efficient technique for
ray in such a way that there afesensor elements overlappecdigenspace-based (ESB) adaptive interference cancellation
between any two consecutive subarrays, th&n., is equal (AIC). To save computational complexity and avoid the loss
to @j(Hm and, hence,@j(Hm can be easily computedof degrees of freedom in suppressing undesired signals, we
using Theorem 3 fok = 1,2,---, K. Accordingly, a basis have proposed a technique for constructing the interference
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16— , . . : : . . the case of using a nonuniform linear array in the environment
of partially correlated signals. Computer simulations have
demonstrated the effectiveness of the proposed technique.
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