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Increasing the Performance of the Coupled-Dipole
Approximation: A Spectral Approach

Nicolas B. Piller,Student Member, IEEEand Olivier J. F. Martin

Abstract—We show that it is possible to increase the perfor- be used for these problems. A more robust solver such as

mance of the coupled-dipole approximation (CDA) for scattering Givens factorization is required. Unfortunately, such solvers
by using concepts from the sampling theory. In standard CDA, are generally more computation consuming

the source in each discretized cell is represented by a point dipole . - .
and the corresponding scattered field given by Green'’s tensor. In An alternative has been described by Margn al. [7]

the present approach, the source has a certain spatial extension,t0 compute the solution iteratively. This technique enables
and the corresponding Green’s tensor must be redefined. We the rapid computation of a series of geometrically similar
derive these so-called filtered Green's tensors for one-dimensional problems, because the solution of a previous problem may
(1-D), two-dimensional (2-D), and three-dimensional (3-D) sys- be reused as the starting point for another.

L%nl];iegl_ré'ﬁazléoggg%ieb?sga))_f our new scheme: the filtered Recently, another method has been introduced to solve CDA

By reducing the aliasing phenomena related to the discretiza- €quation systems [8], [9]. Based on the conjugate gradient
tion of the scatterer, we obtain with FCD a more accurate algorithm [10] coupled with a fast Fourier transform (CGFFT),
description of the original scatterer. _ this technique provides a huge reduction in memory and

The convergence and accuracy of FCD is assessed forll-D, 2'computation requirements as they become proportiona to
D, and 3-D systems and compared to CDA results. In particular - ;
we show that, for a given discretization grid, the scattering cross r?SpeC_t'Ve,ly’NIOg(N)' where N 'S, the number of .V0|ume
section obtained with FCD is more accurate (to a factor of 100). discretization cells. The only restriction of CGFFT is that the
Furthermore, the computational effort required by FCD is similar ~ discretization grid must be regular.
to that of CDA. Later, the equivalence between CDA and the method of

Index Terms—Computation theory, convergence of numerical moment (MoM) for dielectric scatterers was evidenced [11].
methods, diffraction, electromagnetic scattering, filtering, numer- Like this the fast multipole method (FMM) that was orig-
ical analysis, propagation, sampling methods, signal processing. inally developed for MoM can be used directly to reduce

the requirements when a regular discretization is not feasible
I. INTRODUCTION [12]. Because of the reduction of accuracy associated with
T HE coupled-dipole approximation (CDA) was first apgi’\s/ltl:\:let[ilzi]t’iogci;s': ';E;?;gl?lgf chosen even when a regular

plied by Purcell and Pennypacker in 1973 to study In this paper, we demonstrate that the performance of the

the scattering by interstellar dust particles [1]. Later, t : : . .
unfulfillment of the optical theorem by Purcell and Penn[;/éDA can be improved by taking the sampling theory into

ker's algorith ticed b | auth 2113 Thaccount. First, in Section Il, we recall the basis equations
packer's algorthm was noliced by several au or;[ ][ ]'. CDA, as well as its traditional numerical implementation.
limitation was caused by the fact that in the series of dipo

that represented a macr ic obiect th If-interaction e sampling theory is summarized in Section Ill. Because
al represented a macroscopic object the sefl-interaction, Qg theory needs some information on the spectromthe
each dipole was neglected. Nevertheless, Purcell and Pe

ker's aldorith id. but it ed ¢ v f Wictions to sample, the corresponding vectorial functions for
packer's agorthm was vaild, but it required an extremely Inglectromagnetic fields are presented at the end of the section.

discretization of the object; furthermore, the optical theorem Section IV, the results of the two preceding sections are
could not be used to compute the total scattering cross sect mbined; the discretization of the volume integral equation is

Some squpons were proposed to overcome this problem .[ tained using the sampling theory, which forms the modified
[4]. In particular, Goedecke developed a pure MACTOSCOPIEH A schemes presented in this paper. In Section V, numer-
CDA theory [3]. The CDA was also expanded to an'SOtrOp'i%al simulations are used to compare the different numerical

[5] and blamsotr_oplc [6] materials. . . _ schemes and study their convergence. Finally, our results are
The computation of the scattered field with CDA 'nVOIVegummarized in Section VI

the solution of a large system of equations. This system '

of equations can be ill-conditioned when the scatterer is

large. Therefore, primitive algorithms like LU factorization, II. THE COUPLED-DIPOLE APPROXIMATION

which work only when the matrix is well conditioned, cannot The aim of the CDA is to obtain the total vectorial electric

_ _ , field E(r) scattered by a three-dimensional (3-D) bady(r)
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to- The incident field has to fulfill the wave equation where we have assumed that the variationé(xfi, r’) for r'
V X V x E%r) — k2euE%r) = 0 1) in the @th cell can be_ ne_gl.ected for # 1. B

‘ The integral in (7) is difficult to evaluate becauGér;,r’)
where the harmonic time dependence“€ is assumed for varies extremely rapidly when’ becomes close t@;. For
each field function andk, is the wavenumber in vacuum:convenience, let us represent this integral My and call it
ko = wy/poco. The total field, which is the sum of the incidenty,o gei_induction term. Different approximations fif; have
f|eld and the scattereq field, fulfills the wave equation for tk\?een given in the literature [2][4]. For example, Purcell and
inhomogeneous medium Pennypacker neglect this term in their calculation (iZ\E,:

V x V x E(r) — k(e + Ae(r))E(r) = 0 (2) ©) [1]. This is only possible for very fine sampling and does
not allow the application of the optical theorem to evaluate
Re total scattering cross section [3]. To overcome these
drawbacks, Draine proposed approximating each cell using a
Ae(r) = e(r) — €pet- (3) sphere [or a circle for two-dimensional (2-D) calculations] of
similar volume [2]. The integral in (7) can then be performed
analytically [15]. An interesting comparison of the different
approximations forM; is made by Ku [16].

Introducing the self-induction term/; into (7) gives

where A¢(r) is defined as the dielectric contrast between t
scatterer and the surrounding medium
Let us note that\e(r) vanishes outside the scatterer.

A. Solution of the Problem
Evaluating the total fieldE(r) solution of (2) comes down

to solving the volume integral equation N
’ b E; IEO (r)—i—kQ Z é(r I‘k) AGkEka
_ 0 PR / g P 0 I3
E@) =E'()+# i [ Glrr) i
‘/f/ié‘/f - - A 7
= Ae(r) +EMAGE; —~ L 27, ®)
“Ae(rHE(r)dr' — L - E(r) 4) €rel

here C(r. 1) is the dvadic G , f th ¢ Writing this last equation for each=1--- N and for each
where (r, ') S the lyadic re(?n_ S tensor of the re erenCector component gives a large system of algebraic equations
medium. The integration volumg’ includes all the domains

here the functiom d t ish. angl is th | with 3N equations and3/N unknowns for 3-D vectorial
where the functio .C(.r) '0es not vanisn, a IS the exclu- problems. The factorization of this system of equations gives
sion volume: an infinitesimal domain aroundo exclude the

E;, the electric field inside the volumE&’. To compute the

integration on the singularitygf the dyadic Green's functioﬁeld outsideV’, the integral equation (4) can be discretized
for r = r’. The source dyadid. depends only on the shapey,, anyr ¢ V' using again (5) and (6). This leads to
of the exclusion volumeV. Its value for usual shapes is

tabulated in [14]. N
The volume integral equation (4) is valid ferboth inside E(r) = E%(r) + k2 Z Ey(n ry) - AeE Vi, (9)
and outside the integration volumg’ and represents the Pt

central equation for CDA.
Therefore, the computation of the field at a patrdgutside the

B. Traditional CDA scatterer does not require the solution of a system of equations,

The volume of the scatterer is decomposed intocells. Put can simply be obtained from the field inside the object.
In the traditional CDA, one assumes that each cell is small Two different conditions have been implicitly introduced by
enough so that the variations of the total fidlqr) and of the previous approximations. First, the variation of the electric
the dielectric functionAc(r) are negligible within the cell. field in a cell and the variation of the dyadic Green’s tensor
IntroducingV; andr; for the volume, respectively, the positionin & cell were neglected [except for the computationisf,
of the center of celk, one can then define where the variations of#(r, r') over a cell were taken into
account]. Second, the shape of each cell was approximated by

E(r)lev, # E; =E(r;) (5) - . T
a sphere to comput#l ;, thereby forcing the cell sizes in all the
Aei(r)]pey, A6 = Ac(r;). () three directions to be more or less similar. In order to obtain
Using (5) and (6), the integral equation (4) is decomposed irgcurate enough results, these two conditions require that the
a sum of integrals over each cell. This gives foe r; cell dimensions are much smaller than the wavelength, which
N leads to a large system of equations and therefore increases
0 2 P ) the memory and computation requirements.
Ei =B (ri) + ko k_;# Glri, re) - AckErVi Finally, let us note that the scattering by an object embedded
T in a particular inhomogeneous medium (surface, multilayered
+kg lim / G(r;, r')dr’ substrate) is easily computed with the CDA if the Green’s
V=0 Jvi—sv tensor is known for this particular medium. In this case, only
AGE; — - Ac E; ) the scatterer has to be modeled with dipoles, leading to a huge

€ref reduction in computation time and memory requirements [17].
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I1l. THE SAMPLING THEORY APPLIED 1
TO ELECTROMAGNETIC FIELDS

In the previous section, the CDA technique was presented.
In this paper, we propose improvement of this technique by
using the sampling theory to decompose the volume integra#

equation (4). The sampling theory is based on the knowledge —A
of the different spectral domains of a given function; in 2) Fk)

2)
particular on the knowledge of the spectral domains that
contain either important or negligible information. Thus, the
spectrum lying in important domains must be taken into

_AK

F(k) 1) Fk)

0 Ac kA 0 Ak

account, while remaining area of the spectrum can be neglected
to approximate the function with a given precision. —Ay 0 Ak

In this section, we first recall the sampling theory in a 3) P 3)
general way; then we study the spectrum of the electric field

0
function and the most accurate way to represent this function
by discrete samples.

A. Sampling and Reconstructing a Function A 0 Ay b =A¢ 0 Ay k

Fi(k)

1) Sampling Theory for a 1-D FunctionThe continuous (@ (b)
function f(x) is represented by discrete values or samplasg. 1. Spectra of the 1-D function during the sampling and reconstruction
Then, an estimation of the original function is obtained usi era_ition: (a) v_vithout antialiasing filter and (b) with an idgal antialiasing filter.
a reconstruction filter. As we will see, two kinds of distortionrg Prior sampling; 2) sampled; and 3) after reconstruction.
are introduced by this sampling/reconstruction operation, but
it is possible to attenuate one of them by suppressing somerposition of the spectral repetitions with the spectrum of
spectral components of the original function prior to samplinghe original function is visible [Fig. 1(a2)].
with a filter called antialiasing filter (AAF) [18], [19]. Let Reconstructing the function, i.e., approximating the original
us call f(x) the function obtained by filtering the originalfunction, reduces to extraction of the spectral domain where
function with the antialiasing filterH*(%). The spectrum the spectrum of the original function is more important than

E(k) of f(x) is the spectral repetitions. This operation is made with the
, reconstruction filtedd* (k). The spectrum of the reconstructed
F(k) = H*(k)F(k) (10)  function becomes
whereF (k) is the spectrum of the original functiof(x). The Fi(k) = H (k)F4(k). (13)

function f(a:) is then sampled with a regular sampling distance
A,. The sampled functiorf¢(z) can be represented with the]c
help of Dirac delta function$(x)

For the example of Fig. 1, a well-adapted reconstruction
ilter is a low-pass with cutoff frequency equal £5, /2. The
spectrum of the signal reconstructed with this filter is given
in Fig. 1(a3).

Two kinds of distortions are introduced by the sampling
operation. First, when the original function has nonzero spec-
where f; are the sample vaIueﬁ(lAw). Let us emphasize trqm falling in the blocking rggion of the rec_onstr.uction f!lter,
that the sampling operation (11) corresponds to the numerifd§ Part of the spectrum is lost, producing linear distor-
discretization procedure effectuated in a numerical schemelions. Comparing the original [Fig. 1(al)] and reconstructed

As the sampled function is fully determined by the contir{—'_:ig- 1(a3)] functi_on spectra, this distortion is noticeable for
uous functionf(z), its spectrumi(k) is fully determined circular frequenciesk| > A /2, where the spectrum of the

Fix) =" file —18,)A, (11)
{

by F(k) [20]: original functioq is Iosp .
The second kind of distortion appears when nonzero spectral
FYk) = F(k) +ZF(k — pAx) (12) repetitions lie in a nonblocking region of the reconstruction

filter. In this case, spectrum parts that do not exist in the
original function may appear in the reconstructed function,
where the sum in (12) represents the spectral repetitigm®ducing nonlinear distortions, called aliasing. This is no-
produced by the sampling operation. Each spectral repetitionticeable in Fig. 1(a3) fotk| < A/2, where the spectrum is
equivalent to the spectrum of the continuous function, shiftedodified.
by a multiple of the sampling circular frequendy, = 27 /A,. Nonlinear distortions can be suppressed by using a better
For example, the spectrufi(%) of an original function is antialiasing filter. This antialiasing filter must remove the
given in Fig. 1(al). First, we use no antialiasing filter, i.espectral components of the continuous signal that produce
H*(k) = 1 and F(k) = F(k). Sampling the function with nonzero spectral repetitions in the pass-through domain of
a sampling rateA, gives the spectrum in Fig. 1(a2). Thethe reconstruction filter. A low-pass filter with a circular

p#0
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cutoff frequencyA; /2 would be optimal. Using such an anti-
aliasing filter on the spectrun¥’(k) in Fig. 1(al) gives the
spectrum F'(k) in Fig. 1(b1). Sampling this function does
not produce spectrum overlapping [Fig. 1(b2)], and then the
reconstructed function spectrum is only spoiled by linear
distortions [Fig. 1(b3)]. The reconstructed spectriifi(k) is
exactly equal th(k). This is possible because in our example
F(k) fulfills the sampling theorem [21], [22].

The reconstructed functiorf*(x) can be determined by
inverse Fourier transform of its spectruhi(k), or by direct
convolution of the sampled function with the filter impulse re- (@)
sponsé*(x). Using the properties of the Dirac delta function,
this leads to

Fi@) =) ki@ —18,)A, (14)
l

where h*(x) is evaluated by inverse Fourier transform of its
spectrumH* (k). In our example, the filter is a low-pass with
cutoff frequencyA,, /2; its impulse response is
B sin(rz/A,)

e

R () (15) k, ky
(© (d)

As the §pectrum components Wl.ph| > Ak/2 ar? lost by Fig. 2. Influence of the reconstruction filter on the spectra of a 2-D function:
the sampling/reconstruction operation, the sampling rate myst original function, (b) filtered with anti-aliasing filter, (c) filtered and

be large enough to preserve the important part or the spectrgampled, and (d) reconstructed with a circular reconstruction filter. If an ideal
2) Sampling 2-D and 3-D Field FunctionsThe sampling reconstruction filter were used, the reconstructed spectrum would coincide
theory is generally used for scalar functions. But in thivsvIth spectrum ().
paper, the function to sample and reconstruct is a vectorial
field function and little literature exists for such a casesystem. A work-around consists in restricting the pass-through
Nevertheless, each Cartesian component of the field functid@main of the reconstruction filter to a circle (or a sphere
can be considered as a scalar function, which relates dor 3-D) included in the pass-through region of the square
problem to the traditional sampling theory and in the remainirfgconstruction filter. The spectrum of the signal reconstructed
of the paper we will use “spectrum” for the “spectrum of eactwith such a filter is plotted in Fig. 2(d). Some of the spectrum
field component.” information contained in the edges of the square is lost, as
The vectorial 2-D or 3-D function is sampled on a regulagan be noticed in Fig. 2(d). We have verified with numeri-
grid, with step lengthg\,, in the 4 direction, corresponding to cal simulations that the influence of these additional linear
a sampling circular frequenay;, = 2w /A, for this direction distortions on the solution of our algorithm is negligible.
(v = z, y for 2-D andu = =z, y, = for 3-D). Therefore, it is possible to take advantage of this reduction
Again, the optimal anti-aliasing filter is a low-pass wittpf the pass-through domain to make the integration of the
cutoff circular frequency?,,, /2 in the spectral directiot,,. product of the impulse response with Green’s tensor easier.
For example, the spectrum of an original 2-D functiBk) The spectral domaifk|> min, (A, )/2 is then lost by this
is plotted in Fig. 2(a). After suppression of the high spectrabmpling/reconstruction operation. Therefore, the sampling
components by this optimal filter, the spectrﬁh{k) is plotted rate A, for each direction must be chosen large enough
in Fig. 2(b). to preserve the important part of the spectrum.
As in the 1-D case, the spectrum of the sampled function isDefining r; as the position of théth sample, the corre-
formed by the original spectrum plus the spectral repetitiosponding sample valu§ becomes
[Fig. 2(c)], the latter showing a shifh, in eachl:, direction L
[23]. f, = f(r;). (16)
Using a low-pass reconstruction filter with cutoff circular
frequency A, in the spectral directiont, (i.e., a square As in the 1-D case (14), the reconstructed functféfr) is
pass-through region) the reconstructed spectrum is perfealytained by filtering the sampled signal with the reconstruction

identical to F(k) [Fig. 2(b)]. filter h*(r), and is used to approximate the original function
As we will see in Section IV, the reconstructed function has

to be integrated after its multiplication with Green’s tensor. f(r) = f'(r) = Zfz Ri(r—1)V (17)

While the impulse response is best expressed in Cartesian 2

coordinates, Green’s tensor is best expressed in circular (2-
D) or spherical (3-D) coordinates. The integration would behereV is the volume of the cell, equal th,A,, for the 2-D
easier if these two product elements had the same coordinedse and tad, A, A, for the 3-D case.
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B. Spectrum of the Electric Field Function the relation between the domain si2¢ and the spectral

Our objective is to use the sampling theory to obtain #PMain size containing information: when the domé&in is
approximation for the integrand of (4). Therefore, we will firsfMall, the spectral information is more spread than wkign
study the spectrum of the produll(r)Ac(r). Actually we is large. Finally, thg spectru_m ade,(r) is more spread when
first study the spectra dE(r) and Ac(r) separately and then the boundary o, is complicated, because higher frequency
deduce information on the spectrum of their product. Then wE€ctral components are needed to represent this boundary

will propose a way to suppress the high spectral componeffEurately. ,
of this product, in order to reduce aliasing by the sampling Consequently, the spectrum of each Cartesian component
operation. of the productE,,(r)Ae,(r) being the convolution of their

We consider a piecewise homogeneous scatterer that carPBgctra, the following deductions can be done. First, the
decomposed into a finite numbé of closed homogeneousSpeCtral domain on and at the vicinity Bf, contains important
regionsV,,. Each regionV,, has a wave numbet, and a information. Second, whe#l,, is small or has a complicated

n- n - . . .
dielectric functionAe(r) equal toAe,. Assuming thate, (r) Poundary, a larger neighborhood @ contains important

vanishes outsid#,,, the function producE(r)Ae(r) can be information in the spectral domain.
rewritten as a sum Because of the linearity of the Fourier transform, the spec-

trum of the functionAe¢(r)E(r) for the complete scatterer is
equal to the sum of the spectte,, (r)E,, (r) associated with
E(r)Ac(r) = ZE"(r)AG"(r) (18)  the different homogeneous regions. Therefore, the spectral
n=t domain containing important information for the total function
whereAc, (r) andE, (r) are equal ta\e,,, respectivelyE(r), mustinclude all the domains containing important information
inside V,,. OutsideV,,, as A, (r) vanishesE, (r) can take for each functionAe,(r)E,(r).

D

arbitrary values. Taking into account the results of Section IlI-A2, we see that
Inside the regiorV;,, we use the fact that the fiell,,(r) the sampling rated, has to be larger thadk,, . This means
can always be approximated by the series expansion that we must sample with at least two points per wavelength;

otherwise a part ofD, will be lost, leading to an extremely
al bad approximation of the field. This minimal sampling rate
En(r) = Z aigi(r). (19)  must be raised when the different domains are small or have
=1 complex boundaries. Furthermore, it is obvious that increasing
For a 1-D problem, the field can be exactly represented tine sampling rate produces a better approximation: a larger part
a homogeneous region with a sum of only two functionsf the spectrum being then taken into account.
representing plane waves propagating in the positive andAs a 2-D spectrum example, let us consider the field
negative directions [24]. For the 2-D and 3-D cases, the fietd¢attered by an homogeneous infinite cylinder. We assume that
can only be approximated, but with an arbitrary precisioithe electric fieldE, (r) is limited to the first expansion function
with a finite number of expansion functions. An appropriatéo(kq+/2? + y2)2. The corresponding spectrum is reported in
approximation basigg;(r) is the regular basis also calledFig. 3(al). The domain where the spectrum does not vanish, a
Bessel multipoles. (See [25, Sec. C.2], [26] for 2-D and [2Bjrcle of radiusk,, is clearly visible. The spectrum of the
Sec. C.3], [27] for 3-D.) This defines a “complete” basigssociated dielectric functiore,(r), which is a cylinder
and can therefore also represent evanescent waves on a fiolitsmall radius, is represented in Fig. 3(a2). The spectrum
domain. of the productAe,(r)E,(r) has its maxima on and near
Let us defineD, as the spectral domain where the spectruf?y [Fig. 3(a3)]. As the spectrum of the dielectric function
of the field functionsg;(r) does not vanish. For the above{Fig. 3(a2)], the spectrum of this product decreases at high
mentioned functiong;(r), Dy is only formed by the two frequencies, but never vanishes [Fig. 3(a3)].
discrete pointsfk,y, for 1-D, by a circle of radiugk,,, for As we have seen in Section IlI-A2, the high spectral compo-
2-D/? and by a sphere of radius;, for 3-D. Because of the nents of the function to sample must be suppressed to eliminate
linearity of the Fourier transform, the spectrum of any linealiasing. Because the electric field & priori unknown, it
combination of these functions, and therefore also the spectrigmnot possible to directly filter the producke, (r)E,(r).
of the field approximation (19) is nonzero only . It is nevertheless possible to suppress its high spectrum
The spectrum of the dielectric function in the domaip components by filtering onlyAe, (r). Using a low-pass filter
can be evaluated by Fourier transform. Therefore, we can wegi#h a cutoff circular frequency:? in the k, direction, the
some properties of the Fourier transform to obtain informatioesulting function, which we define a&é, (r), has its spec-
on the spectrum ofAe,,(r). First, becauseé\e, (r) is constant trum represented in Fig. 3(b2). The spectrum of the product
on V,,, the maximum value of this spectrum is at the poinhé¢,(r)E, (r) is given in Fig. 3(b3). This spectrum being the
k = 0. Second, becausfe,(r) does not vanish in a closedconvolution of the spectrum cE,(r) [Fig. 3(b1)] and the
domain, the spectral domain where the spectrum does spectrum ofAé,(r) [Fig. 3(b2)], it vanishes folk,|>k2 +
vanish is not closed. Third, the uncertainty principle bounds,,. To suppress any aliasing, the cutoff circular frequency

o _ o k2 must satisfy
2To simplify the notation, we assume no propagatiort idirection. In a

general case, the circle radius is equal to the transversal wave number in the
concerned domairy, . ks 4 ka, < Ay, /2. (20)
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Finding an optimal filter for the dielectric function is
difficult and the proposed FIR filter is only one possible
choice from many. Another choice is a mean-filter, where
A¢; becomes equal to the mean value &é(r) over mesh
V;. This last filter is easy to implement and gives relatively
good results, as will be seen in Section V. Nevertheless, an
optimization study for determining the optimal filter remains
to be made.

IV. COUPLED-DIPOLE APPROXIMATION
BASED ON SAMPLING THEORY

In Sections Il and llI-A, the electromagnetic integral equa-
tion and the signal reconstruction were presented. Now, the
results of these two theories are combined to formulate a new
CDA scheme.

The approximation (22) of the continuous function product
E(r)Ae(r) is introduced in (4):

E(r) =E°(r) + k3 6%ifm0 / G(r,r')
%

- Z h* (I‘/ — I‘k)AngkaI‘/ — f -
k

A&(r)

Cref

E(r). (23)

Interchanging the integration/summation order, (23) becomes

N

E(r) =E°(r) + k5 ) G"(r, 1)
k=1
o A€
NGBV — L A gy (24)
Fig. 3. Limitation of the spectral domain aké(r)E(r) using a filter on Eref
Ae(r): (a) without low pass and (b) with low pass. 1) SpectrunEgt). 2) - ]
Spectrum ofA&(r); 3) Spectrum ofA&(r)E(r). where the tenso&F(r, ry) is

F _ P INBT (] ’
The boundary (20) seems nevertheless too restrictive, becaus G (e, ry) = e / Gr,r)h" (¢ — ) dr’. (29)

such a low-pass characteristic suppresses all the nonlinear Vi—ov
dis@ortions but p_roc_juces a lot of Iinear_distorti_ons. _Increasi.ng.Ie integral in (25) is a convolution, which means that
k2 mtrqduce; aha;mg but reduc.es the Imegr distortions. Usn@r(r’ ry) is equal to the Green's tens@(r, ry) filtered
numerical simulations, we obtained an optimum for by the reconstruction filtek*(r). This filtered Green’s tensor

k2 = A, /2. (1) ?s deve_loped for 1—D,_2-D, and 3-D in Appendix A ltis

¢ interesting to note that it does not have a singularityrfer ry,

The use of an ideal low-pass filter to obtak¥(r) is impos- @S was the case for the nonfiltered Green’s tensor. Equation
sible, because such a filter has an infinite impulse resportgé) is valid forr inside and outside the scatterer domain. We
(IIR), making the nonvanishing domain afé(r) infinite and rewrite this relation forr = r; to obtain a system of linear
the domain to sample infinite as well. Therefore, we must u§guations:

a finite impulse response filter (FIR). We choose to use the N A

windowing technique [28, Ch. 3.8] with an Hanning windowg, = E°(r;) + k2 Z GF(r;, 1) - AGELY — L - ﬁEZ

(Hanning-FIR) [28, Ch. 3.10] of sizé,, = 3A,. I—1 Eref
Analytically filtering a dielectric function with such a con- (26)

tinuous filter is generally impossible. To evaluai(r), the _ _ _ o
filter must be discretized, i.e., the impulse response and th@is system of equations is quite similar to (18). The self-
dielectric constant are sampled and then convoluted. Timeluction term M; is now expressed by+"(r;, r;)V, and

sampling distance used for this operationAsg /8. the Green'’s tensor is replaced by the filtered Green’s tensor.
Defining A¢; = Aé(r;), E; = E(r;) and using (17), we Therefore, we name this new scheme filtered coupled-dipole
obtain an approximation for the original function: (FCD). The numerical solution of the problem is obtained in a
similar way as before: first the system of (26) must be solved to

E(r)Ae(r) ~ Z AGE;R (r —r;)V. (22) obtain the field on the sampling points. Then the field outside

i the scatterer can be computed with (24). In addition, the field
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inside the scatterer but at different positions than the sampling 10°
points can also be computed with (24).
As for CDA, the analogy between FCD and MoM for 107"

dielectric scatterers can be remarked [11]. Indeed, writing FCD .
in the MoM formulation gives the reconstruction functions
h*(r — ry) as basis functions and the Dirac delta functions
&(r —r;) as test functions. MoM generally uses quite different
basis and test functions, like for example rooftop functions
[29]. FCD has the advantage of being able to exactly represent 10
the functionAe(r)E(r) up to the circular frequencay; /2 and

Relative Error ¥
=

also includes the anti-aliasing filtering technique. 10
10°
V. RESULTS

We present in this section 1-D, 2-D, and 3-D calculations.
To assess the accuracy of our numerical results, we chose
examples where an analytical or an asymptotic solution exists. o

10

The accuracy of CDA results depends on a large number of
parameters, in particular on the cell size, the shape, the sizeand ;4
the dielectric constant of the scatterer. Therefore, we restrict
this study to glass scattererg = 2.25 embedded in vacuum = 1p97?
eref = 1. FOr each problem a constant geometry is set and we g5
investigate the error as a function of the cell sixe More m 10°
precisely, we report in the figures;/A, the number of cells g
per effective wavelength in the dielectrlg. The wavelength % 107
in the surrounding medium (vacuum) ;.. o 1o
A. 1-D Calculations 10° e . S

A 1-D dielectric barrier is embedded in vacuum. The 2 3 45 7 10 20 30
incident wave is a plane wave with propagation direction Aol
normal to the barrier. The electric field is parallel to the (b)

barrier interf_ages. This problem can be solved analyticallyig. 4. Eror ¥1-D for a barrier in vacuum with length\..; (), re-
thereby providing a perfect reference solutlBf(r) to assess spectively,4A,.; (b), using the Purcell and Pennypacker scheme (PP), the
the accuracy of our procedure [24]. traditional coupled-dipole approximation (CDA) or the algorithm presented in
For the numerical results. the barrier is Sampled With this paper (FCD). The dielectric barrier has a dielectric constant 2.25.
samples. We then solve either the associated system of (8) for _ _
the Purcell and Pennypacker (PP) solutid#; (= 0) or for the _both PP and CDA scheme_s, while fpr FCD an error is only
traditional coupled-dipole (CDA) solution (nonvanishing;) introduced where the function has high spectral components,
or the system of (26) using the 1-D filtered Green’s tenség., at the edges of the barrier, where the dielectric function
derived in Appendix A1 for the filtered coupled-dipole (FCDjas a step. In the homogeneous regions, the function can be

scheme presented is this paper. almost exactly approximated with FCD.
For each of these three methods, the following error functionUsing PP and CDA it is not possible to calculate an
is defined: approximation of the field with a large cell size, and the
N corresponding solutions diverge for less than 3.5, respectively,
Z|Ei — E*(r;)|? four.samples per wavelength for the .small, respectively Ia_lrge
gl-D _ i=L 27) barrier. On the other hand, FCD gives a satisfactory field
- N approximation even with a sampling rate close to two points
> B () per wavelength (Fig. 4).
=1

This relative error is represented in Fig. 4 for a barrier lengffr 2-D Calculations

equal to s and 4\,s and a sampling ratey/A between A homogeneous dielectric cylinder of radids is illumi-

2 and 30. The number of sampl@é goes then, respectively, nated by a plane wave with a propagation direction perpen-

from 3 to 45 points and from 12 to 180 points for the smadlicular to the cylinder axis. Two cases can be considered:

and large barrier, respectively. the electric field of the incident wave parallel to the cylinder
A larger gain in precision between FCD and CDA thaaxis (TM field) or perpendicular to the axis (TE field). The

between CDA and PP is visible in Fig. 4. This gain is alsoorresponding Green’s tensor and filtered Green’s tensor are

more important when the barrier is large. This is due the fadérived in Appendix A2. The calculation of the latter requires

that an error is induced throughout the entire barrier length farnumerical integration which fortunately converges rapidly.
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The accuracy difference between CDA simulations effectu-

10 R . . . . i )
ated either with the mean-filter or with the low-pass filter is
10" ) —__CDA small. Therefore the mean-filter, which is easier to implement,
q ¥ ——FCD seems fully appropriated for CDA.
>, N On the other hand, a large accuracy difference (up to a factor
5 10 AN 100) is visible between the simulations effectuated with CDA
i ¥ ’*\ and FCD [Fig. 5(a), dashed and continuous lines]. Further-
_E 107° \8\\8\\* more, for the FCD case, filtering with the most sophisticated
- S anti-aliasing filter leads to an accuracy improvement of factor
o 107 L+ without AAF © 10, as observed between low-pass (Hanning-FIR) and mean
o MF anti-aliasing filters.
107 M LP‘ L ‘ FCD simulations effectuated with a low-pass anti-aliasing
2 3 45 7 10 20 filter show a rapid convergence for small sampling réat& &
A /A Aa), but the convergence decreases for larger sampling rates
@ (20A = )\,). For such a large sampling rate, FIR anti-aliasing
filter seems to have a large influence on the solution accuracy.
10° x An optimization of this filter would probably give the possi-
N bility to obtain better results, in particular the optimization of
o | the minimization between the linear and nonlinear distortions,
] and the approximation of the linear filter by a digital one.
T Similar behavior is observed for TE polarization [Fig. 5(b)].
g 402 In this case, the accuracy improvement is smaller but never-
lf) theless reaches a factor 12.
'(% i Finally the numerical integrations required for the evalu-
e 10 + without AAF ation of the 2-D Filtered Green’s tensor increases the com-
o MF y putation for FCD. However, this difference represents only a
10 L oLP . marginal part of the entire computation.

2 3 45 7 10
Ay/A
(b)

20

C. 3-D Calculations

A spherical scatterer of radiug and dielectric constant; is
illuminated by a plane wave. The farfield, computed as in [30,

Fig. 5. Error representatiofr>—L as a function of the number of cells perch. 4] is used again to assess the precision of the numerical

effective wavelengthA /A4, using the traditional CDA and the algorithm . .
presented in this paper (FCD). The scatterer is a cylinder of railies Ao results. DefiningErr (0, ¢) and E¢r(0, ¢), respectively, as

in vacuum with dielectric constant; = 2.25 illuminated, respectively, by the numerical and the asymptotic farfields radiated in direction
(a) a TM field and (b) a TE field. The dielectric function is either directly(9 ¢) the error function becomes

discretized (without AAF), filtered with a mean-filter (MF) or with a FIR* "~ "7’
low-pass filter (LP) prior sampling.

T 27
| [ (6.~ e, 00 sins) as oo
3—-D _ JO 0
As reference solution, we use the asymptotic solution¥ - :

(farfield) E3.(¢) scattered ing-direction [30, Ch. 8]. We
then define as error function

27
/0 Brr(6) — Bip(6)do

T W27
/0 / B30, 6)[2 sin(6) dp 06
(29)

This relative error is represented in Fig. 6 as a function
pr (28)  of the sampling rate for radik = A..¢/2 [Fig. 6(a)] and
/ |E3R(¢)]2 dop R = A [Fig. 6(b)]. The finest discretization of the larger
0 sphere represents more than 200000 dipoles.
whereErr(¢) is the numerically computed farfield. The same considerations as for the 2-D case can be made on
The error function¥?—P is reported in Fig. 5(a) for the TM the filtering of the dielectric function and on the advantages
case, both for CDA and FCD and for different anti-aliasingrovided by FCD. The better performances of FCD can be
filters. used in two ways: it is possible with FCD to obtain more
First of all, the curves obtained for CDA without filteringprecision at the same numerical expenses as CDA, or to obtain
the dielectric function [Fig. 5(a), dashed line with crosseshe same accuracy as CDA for less computation. For example
zigzag substantially. This zigzag effect, which is caused ligr the spherez = )¢ with relative error of 162 requires a
the more or less good representation of the scatterer geomstnpling rate of 3.77, respectively, 6.34 cells pgifor FCD,
by the discretized dipoles, was also observed by Draine [2].rédspectively, CDA. Such a sampling rate represents 3456 cells
is strongly attenuated by filtering the dielectric function priofor CDA and only 1024 for FCD. On the other hand, with a
sampling [Fig. 5(a), other dashed lines]. These zigzags cassenpling rate of 6.34 the accuracy is increased by a factor of
a large uncertainty on the result accuracy. three between CDA and FCD.

\112_D —
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3D
-
o

Relative Error ¥

o MF
<o LP

+ without AAF

2 3

4 5 7 10 20

30
—_
o

Relative Error ¥

o MF
oLP
10

+ without AAF

2 3

Fig. 6. Error representatio® " as a function of the number of cells per
effective wavelengthA /A, using the traditional CDA and the algorithm

4 5 7 10 20

(b)

VI. CONCLUSIONS

A new numerical scheme, the filtered coupled-dipole (FCD),
based on the sampling theory, has been developed for 1-D,
2-D, and 3-D.

FCD increases the performance of the coupled-dipole ap-
proximation (CDA): with this new scheme it is possible to
obtain with a given discretization grid a better accuracy than
with CDA,; or to achieve the same accuracy with a larger cell
size. The additional computation time is negligible for 1-D
and 3-D systems; for 2-D systems it is below 10% of the total
computation time.

This new scheme is particularly well-suited for large scatter-
ers with homogeneous subdomains. Furthermore, while CDA
results diverge for low discretization rates, FCD continues to
provide reasonable results with a discretization rate close to 2
points per effective wavelength.

Filtering of the dielectric functiom\e(r) prior to sampling
has been shown to have a strong influence on the accuracy
of the results. In particular, the use of a mean-filter [which
corresponds to averaginlye(r) over each cell] also improves
the results of standard CDA. More sophisticated filters were
investigated and, the best results were obtained with a low-
pass filter. A detailed study of the influence of the filter
characteristic on the accuracy of the method remains to be
done.

APPENDIX

A. Derivation of the Filtered Free-Space Green’s Tensor

In this section, the filtered Green’s TensEF(r, r') for
free space is derived. We first explain the transformation of

presented in this paper (FCD). The scatterer is a sphere in vacuum wi@b) into a convolution, which makes its computation in the

dielectric constant, = 2.25 illuminated by a plane wave. Two sphere radiigpectral domain possible. Then this scheme is used to derivate
are investigated: (aJt = 0.5Ap and (b)R = XAo. The dielectric function is 1-D. 2-D. and 3-D filtered Green’s tensors

directly discretized (without AAF), filtered with a mean-filter (MF) or with a > .
For free space, the Green’s dyadi(r, r') is only a

FIR low-pass filter (LP) prior sampling.
function of the relative position of’ and r [33, Sec. 4.2].

Because the filtered Green’s tensor is known analyticalﬁherefore, it is possible to rewrite this dyadic as a function of
for 3-D (Appendix A3) and therefore no numerical integratiofl€ relative position only:
is necessary for its calculation, the time required to evaluate P no_ & /
the Green’s tensors merely differs between CDA and FCD. Glr, ') = Glr — '), (30)
Furthermore, it is totally negligible compared to the tota#tquation (30) defines the single argument Green’'s tensor
computation time. G(r — r’). With this notation, (25) becomes, after replacing

We have also tested these different schemes thoroughly witfg integration variable’ by v’/ = r’ — ry,
other dielectric constants,.;. While a small¢,.; provides -
very good convergence and accuracy, a finer discretization i<? (r, ry) = lim
required for larger dielectric constants or for absorbing media. ovr=o v lsvn
The accuracy improvements provided by FCD and AAF where (31)
approximately identical for each case.

The solution of the system of equations was obtained wiwhere the integration volumg” — §V" represents the initial
a conjugate gradient code (CG) made available to the publiéegration volume shifted by the change of integration vari-
domain by Flatatet al. [31]. The matrix products required byable. We define a new tens6f (r) that is identical toG(r)
CG were computed by FFT using the NAG library [32]. Thexcept in the exclusion domain, where it vanishes:
symmetry of the problem was taken into account to reduce the = 5

!
0 ={gy

size of the system of equations. The condition of the associated

matrix is not sensibly influenced by the filtering of Green’s

tensor, the number of iterations of the CG being then quite Section Il, it was mentioned thake(r) vanishes outside
similar for CDA and FCD. V", as Ae(r) enters inh*(r”), it is possible to expand the

—r

G(r — 13 — )" (") dr”

|f r € 6V” (32)
elsewhere.
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integration volumeV” to the infinite domainR”, whereD The spectrurrf’(k) has two poles fok = +k..;. These poles
is the number of dimensions of the problem. Extending tHelling in the pass-through domain of the filter (a low-pass with
integration domain tdk” and replacing the Green’s tensor otircular frequencyky = Ay /2), the filtered Green’s tensor is

(31) with ZJ’(r) leads to derived using (36). This gives far # =’
- o o F o (= CT()-
GY¥(r,ry) = lim / G (r —rp — )R (") dr”. G (z,2") =Gz, 2') + COS(krefl)w ¢
sV"—0 JRrD 27k of
33 - ST - S5=()-
(33) + sin(heet) =20 O )
27T/$‘ref

Equation (33) is the convolution di*(r) with 5’(r) at the
point r — r;. A convenient way to evaluate a convolutionvhere
is to use the spectral domain, where the spectrum of the CE(D = Cil (kotk..o) 40
convolution of two functions becomes the product of their Si(l) —S'((kFikrer)l) (41)
spectra. We defing’ (k) as the spectrum af’(r) and H* (k) (1) = Si(krFhver)1) (41)
as the spectrum of*(r). Using the inverse Fourier transformgnd; = |z — 2’|. The limit calculationz — z’ must then be
of the product of these two spectra, the filtered Green’s tens@ed to evaluate the Green’s dyadic on its pseudo-singularity
becomes xz = .

< 1 o o 2) 2-D Green’s Tensor:Assuming that the 2-D problem

r _ / ¢k(r—ry) yr
G (v, rg) = (2m)D /RD I"(k)e CH'(k)dk. (34) has a translation symmetry along thalirection and that the
_field propagates only in thg, § plane (i.e., that there is no

If the reconstruction filted* (k) has a pass—through doma'rboupling between TM and TE fields), the associated Green's
Drpr where its spectrum is equal to 1 and a blocking domajg, oy is

Dg where its spectrum vanishes, the integration domain in

1 1 1
34) can be restricted t®p: . 3@+ 3¢ 3b 0
(34 | ot Gr-1r)=| 1" la-Lc 0 (42)
F N - f/ k ¢k(r—ry) k. 0 0 a
G = gy [ F09Ede (@)

wherea, b, and ¢ are functions ofr — r’. Defining ¢ and p

In our case, _the pass—through .domain of the filla¥r is 2 as argument, respectively, length of the veator r’, these
closed domain. The nonvanishing spectral part of the filtergd ameters are

Green'’s tensor is also included in a closed domain. Functions

having such a spectrum do not have any singularity. Therefore, a = EH(()I)(krefp) (43)

contrary to the Green's tens&(r, r’), the filtered Green'’s 4

tensor does not have a singularity for= r'. b= iHél)(krefp) sin(2¢) (44)
The filtered Green’s tensor can also be evaluated as the il

difference between the Green’s tensor and the Green’s tensor c= ZHél)(krefp) cos(2¢). (45)

filtered by the complementary filter (a high-pass with pass-

through domair@Dz). Forr # ry, this leads to We evaluate the Fourier transform of each parameteb,

1 and ¢, excluding a circular volume&V from the integral.
E:F(r, i) :é(r’ L) = o / f/(k)eik(r—rw dk. Taking advantage of the radial dependence of the parameters,
(2m)P Jpy their Fourier transform can be performed using the Hankel
(36) transform [33, Sec. 1.4]. This gives

Both terms of the right side of (36) have a singularity for Fld} = 1 (46)
r = r,. These two singularities compensate each other to give kz — k2.’
the regular function (35) without any singularity. It is therefore EN2 1
possible to evaluate the filtered Green’s tensorrfer r;, with Fiv'} = <k_> 7 gz cos(20) (47)
a limit calculationr’ — r on (36). ref ) rel
1) 1-D Green’s Tensor:For the propagation direction par- Fld = <i> -1 sin(26) (48)
allel to the# axis, the free-space 1-D dyadic Green'’s tensor ret ) K2 — K2,
1S . whereF{ } represents the Fourier transform and, in an analog
Gz —a') = b gikerle—a'I 7, (37) notation as (32), the prime has been affixedatod, and
2krer ¢ because the Fourier transform is evaluated by integration

where ks = +/etho iS the wavenumber of the reference®n the entire domain except the exclusion volgfﬂé. The
medium andZ, the transversal unit dyadic defined 4s = argument and length of the vectrare, respec_nvelyk. .
a9 + 22. EvaI‘uating the Fourier transform of the ‘single The spectra (46)-(48) can be expressed with the function

{ G 's dvadic ai product S(k){(nd), where&( ) is one of the functionsin( )
argument freen's dyadic gives or cos( ), and.S(k) the remaining part of the function, which

f“’(k) _ 1 .. (38) is only dependent oi. As the functionS(lf) has polgs Iyin.g
k — Eyet near the pass-through domaihs of the filter, (36) is again
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with R = |r — r|. Introducing the Green’s tensor definition

Ik} I (50) into the integral of the filtered Green’s tensor (33) gives
SH k2 after interchange of the integration/differentiation order
L aF(r, ry) = <7 + %VV) lim /
+ k2 e SVI=0 fyn_gy
~g(|r — i — ¥R (x")dr” + ——h (r — 1)
3kref
Re{k} (52)

where a spherical shape of the exclusion volume has been

assumed. We notice the apparition outside the integral of a

term that only depends on the impulse respoli§e — r;).

This term, which is similar to the term in (4) for a spherical

exclusion volume, is caused by the differentiation/integration

Fig. 7. Integration path for the numerical integration of the 2-D filtereé)rder egchangg [34.' €q. (4'14.)]' . .

Green's function. The integration in (52) being a convolution, its result

represents the filtered scalar Green'’s function, which we define

) ] by ¢%'(Jr — ry|). As for the 1-D and 2-D cases, the spectrum

the most appropriate to compute the filtered parameters. TBeysed to filter this function. The Fourier transform of the

pass-through domain of the filter being a circle of radiuS  Green’s function is evaluated using the Hankel transform [35,
the filtered parameters gives for# r’, after integration of  254):

the azimuthal component

1
arn o0 f‘ g/ 7 — (53)
fF=f—i%E@ S (k)3 (kp)kdk (49) ton} k2 — k2,
Y kp
where the exclusion voluméV has a spherical shape to

where f is one of thea, b, or c parameters. Again, far =r',  comply with the shape assumed for the derivation/integration
the limit r — r’ must be evaluated. interchange in (52).

The evaluation of the filtered coefficients requires a numer- according to (36), the filtered Green’s function can be
ical integration fromkr to infinity. The function to integrate determined by subtracting from the Green’s function the
contains a Bessel function, which means an oscillating sla#teen’s function filtered with the complementary filter. In our
convergence. To improve the convergence, we decomp@s@e, the Green’s function filtered with a low-pass filter with a
the integral into two by expanding the Bessel function intgpherical pass-through domain of radiys can be evaluated

a sum of Hankel functions of the first and second kindsy inverse Hankel transform. This gives for 0
J(zp) = HO(2p)/2 + HP(2p)/2 and choosing an appro-

priate integration path in the complex plane for each of these F(\ — () _ b C—(r) = C*(r)
. . . g (7) —9(7) COS( ref7) 2.

two integrals (Fig. 7). Indeed, because the two integrand are (2m)%r

analytic and have no singular points for real values greater 7w —ST(r)y—S~(r)

— sin(kyesr)

or equal tokr, the modification of the integration paths from (54)

IF'tol'y +I'; or from I to I's + I'y does not change the

result of the integral. Giving the integration path + I', Wwhere the function€©*(r) and S%(r) are defined in (40) and
andT'; + T4, respectively, for the integral with the first and41). Introducing the filtered Green’s function into the filtered
second Hankel functions, respectively, and making the radigseen’s tensor (52) leads to

K go to infinity, the integration patlh' corresponds exactly N N 1

to the integration path of (49) and the integrand vanishes on G (r, ) = <I + kTVV)gFQr —rl)

I'; andI'y. The two remaining integrals converge very rapidly
because the Hankel function with a complex argument does
not oscillate and decreases extremely rapidly.

3) 3-D Green’s Tensor:The 3-D free space Green’s Tensor
G(r — ') can be expressed, fer# r', by the differentiation Becausegi(R) is known analytically, the application of the
of the scalar Green’s functiog(|r — r'|) operator (I + 1/k2,VV) to the filtered Green’s function

can be determined without difficulties. Only the filter impulse
Gr—r) = <f + %VV)g(h‘ —r|) (50) response in (55) must still be determined. The functbifk)
ke being equal to one in a sphere of raditysand zero elsewhere,
its inverse Fourier transform gives

sin(kr|r|) — kr|r| cos(kr|r|)
272|r3 )

(27)2r

ref

>

+

552 h(r —ry). (55)

ref

where the scalar Green’s function is
eikrer B

47 R

g(jr —1'|) = (51) R (r) = (56)
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The filtered Green’s functio¥ (r, ry,) is now fully deter- [20]
mined forr # ry. A similar limit calculation as in the 1-D

21
and 2-D cases must be effectuated foe ry, 1]

- - [22]
GY(ry, r3) = lim G¥(r, r). (57)
r—r; [23]
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