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ASAR—AnNtenna Synthetic Aperture Radar Imaging
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Abstract—The antenna synthetic aperture radar (ASAR) imag-
ing concept is introduced. We present the ASAR imaging al-
gorithm to pinpoint the locations of secondary scattering off
a platform from antenna radiation data. It is shown that a

three-dimensional (3-D) ASAR image of the platform can be

formed by inverse Fourier transforming the multifrequency,

multiaspect far-field radiation data from an antenna mounted on ==

the platform. This concept is demonstrated using the computed (@) (b)

radiation data from the code Apatch, which employs the shooting
and bouncing ray (SBR) technique. Furthermore, we develop a
fast ASAR algorithm specially tailored for the SBR approach. By
taking advantage of the ray tracing information within the SBR
engine, we demonstrate that the fast approach can result in the Anema

same quality of image as the frequency-aspect algorithm at only g % %

Fig. 1. The radiation pattern of a stand-alone (a) antenna can be dramatically
altered by the platform that supports the (b) antenna structure.

a fraction of the computation time. -

Index Terms—Antennas, electromagnetic scattering, feature / »
extraction, radar cross section, SAR imaging.
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T IS well known that antenna characteristics can be dra-

matically altered by the platform that supports the antenna ISAR Image ASAR Image
structure (Fig. 1). It is therefore important to study platform
effects and explore ways to reduce or mitigate such effectsy, & "/‘; % N
Recently, the advent of computational electromagnetics (CEM) = ‘%ﬁ}'\ g < )»?si o antcina
algorithms has made the problem of characterizing antenn# < 4 g & posiion
performance on highly complex platforms realizable. For
instance, an exact numerical solution to Maxwell's equations Down Range Down Range
is now possible for full-size aircraft up to a frequency of about @ (b)

1 GHz [1], [2]. Furthermore, an approximate high-frequenc%(i )
solution based on the shooting and bouncing ray (SBR) method
[3]-[6] is also available for frequencies up to 10 GHz and
beyond. While these “forward” solution algorithms are a firqgitrocess CEM data for general antennas mounted on complex
step toward addressing the platform issue, an equally importstriuctures.
problem is the “inverse” algorithm of spatially pinpointing Our approach is based on the inverse synthetic aperture
where on the platform the undesirable scattering is comimgdar (ISAR) concept. ISAR imaging is a standard tech-
from based on CEM data. Previously, a holographic diagnostique used in the microwave radar community to map the
technique has been developed to map the surface distortionasations of dominant scattering off a target based on multi-
reflector antennas from far-field radiation pattern [7], [8]. Ifrequency, multiaspect backscattered data [9]. We shall extend
this work, we set out to develop such a diagnostic algorithm this concept to the antenna radiation problem. By collecting
multifrequency, multiaspect radiation data from an antenna
mounted on a complex platform, we set out to generate an
Manuscript received December 12, 1996; revised September 11, 19865AR (i.e., antenna SAR) image of the platform that will
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of the secondary scatterers on the platform. Therefore, a 3-D A

image showing the spatial locations of platform scattering can y

be constructed via Fourier inversion of the radiation data. We A Scatterer location
demonstrate this concept by using the computed radiationdata __, |} o f_f_thglatform
from a mounted antenna on a model airplane, simulated using < 7

the SBR-based code Apatch [5], [6]. By forming the 3-D image P45 Yo Zo)

using the ASAR algorithm, the key scattering locations on the
platform can be clearly identified. In Section Ill, we further
derive a fast ASAR imaging algorithm specially tailored for
the SBR approach. By taking advantage of the ray tracing
information within the SBR engine, we show that the ASAR
image can be generated directly in the image domain without
resorting to any multiple frequency-aspect calculations. Such

idea is similar to the image-domain ISAR formation process 2
\évsuf;{ae\?et :zﬁsfgfg] p(rFe;/ITt;t_J;Iin([aldO]élglceﬁ:hvr;/]e[flulr]t'hEr ;ptr:)lysiéae,‘ﬁtg&g,r_mme path of the radiated signal which is scattered off a point on the
up the ASAR image formation time. It will be shown that,

using such a fast approach, we can obtain the same quality of L is th ber at th ter f Substitut
image as the frequency-aspect algorithm at only a fracti Erer, IS the wavenumber at the center frequency. Substitut-

of the computation time (minute versus hour). This resuftY the above approximations into (1), we obtain the following

demonstrates that a fast computer design tool which Combir%gjat'on for the scattered field:
antenna pattern simulation with scattering location diagnostic £%(w, ¢, §) = A . ¢ 9F(ret@e) . omikodto . =ikobz  (3)

can be readily implemented to investigate platform effects. _ o _ )
In the above equation, it is obvious that there are Fourier

transform relationships betweénand(r +z), k,¢ andy, and
k.8 andz, respectively. The idea behind the ASAR algorithm
is that if we take the 3-D inverse Fourier transform (IFT) of the
A. Formulation scattered field with respect ta k,¢, and k.0, it is possible

In this section, we shall derive the general ASAR imagintp retrieve the location and strength of the point scatterer on
algorithm that utilizes multifrequency, multiaspect, far-fieléhe platform. Let us define a new variable= r + . Then
radiation data. Let us assume that an antenna is locatedhg 3-D ASAR image is generated via
the origin as er|cted in I_:|g. 3. In addition to t_he_ dlreCtASAR(u, y, 2) = IFT3{E*(w, ¢, 6)}
antenna radiation, we consider the secondary radiation from B B P A
the antenna—platform interaction. If we assume the scattering =IFTs{A e "¢ "¢ }
comes from a single-point scatterer on the platform at a point =A-6(u—1uo) 6y —yo) 6z — 2). (4)
P(z,, v, 2,), We can reason that the scattered field about t
—z-direction is given by

Antenna

A

* »l\
,A/ X
0

Il. ASAR ALGORITHM

Iq‘%erefore, by inverse Fourier transforming the multifrequency,
multiaspect radiation data, the point scatterer will manifest
E*(w, ¢, 6) itself_as a peak in_the ASAR image @0, Yo, Zo) With _
A ke . gk cos 8 cos gy, cos 8sin ¢z sinb) amplitudeA. In practice, the actual spot size of the peak will,
of course, not be infinitesimal but will depend on the actual
(1) pandwidth of the data in frequency and angles.
Note that an additional complication exists as we have not

Whe2re A2 IS gh_e tstrengt:]:l of Ith(jlebsi:ﬁttere(zqu tS'O?nfal’ ﬁ rﬁm constructed the ASAR image in the origingt, ¥, )
V¥ + Yo + 2 1S the palh lraveled by tne radiated signallrory, 4in - A transformation is needed to bring the ASAR image
the antenna to poinP, andk is the free-space wavenumberfrom the (u, y, z) domain to the desiredz, y, z) domain

Note that the first exponential accounts for the phase I%ﬁlnceu b= \/erx when we solve for
from the antenna to point’, while the second exponenualx in terms ofw, we arrive at the following transformation

accounts for the additional phase lag from poiitto the formula:

observation direction relative to the direct radiation from the ' s 9
antenna. Next, we utilize two assumptions commonly used in 7= 1 <u _ (" += )>. (5)
ISAR imaging, namely: 1) the observation angheand ¢ are 2 u

small and 2) the radiation data are collected within a certajhe effect of theu-to-z transformation is depicted in Fig. 4.
bandwidth that is small compared to the center frequency gf Fig. 4(a), the uniformu—y grid for z = 0 is plotted. Since
operation. Combining these assumptions, we can approximg{g transformation from: to = is not linear, the resulting
~ z—y grid after the transformation is a nonuniform one, as
kr=Fkcosfcosp=k N . .
_ shown in Fig. 4(b). The pointg > 0 correspond to the region
ky =k cos 6 sin ¢ = ko ¢ behind the antenna (i.e., away from the observation region of
k,=Fksin 0 2k,0 (2) interest). In this region the grid is nearly uniform. However,
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2r can clearly see that the resolutiondncomes from frequency
» . . . . . . . diversity, while the resolutions ip and > come from angular
o 2 4 6 B W LB M ®ow X diversity. However, since the ASAR concept is based on one-
@) way radiation rather than the two-way backscattering scenario
of ISAR imaging, it requires twice the bandwidth in frequency
‘ \ \ °\ °\ X “X 1 "X X and angles to generate the same resolution as in an ISAR
al imagery. For instance, to achievé 6f down range resolution
requires 1 GHz of bandwidth in ISAR, but 2 GHz of bandwidth
2t in ASAR. We should also note that this estimate assumes a
uniform amplitude and linear phase behavior of the antenna
> T T T frequency response. If the antenna frequency response deviates
1 ol significantly from this assumption, the down-range resolution
I will be degraded. Second, contrary to ISAR, an additianal
! 1 1 to-x transformation is necessary to unwrap the nonlinear phase
term arising from the propagation delay from the antenna to
-2r the point scatterer on the platform. This results in an additional
image distortion which is most severe along thedirection.
2 Physically, this phenomenon can be explained by the fact
D that it is not possible to resolve point scatterers along the
s 5 4 2 0 2 ¢ 6 8 w0 —z-axis as all these mechanisms have the same path length.
(b) Although the _ ima_ge distortion_ can be partially alleviated
Fig. 4. An example showing the effect of theto-x transformation. (a) The b.y oversampling .m theu-domain, it cannot be. com_plete!y
uniform u—y grid for z = 0. (b) The corresponding (distorted}-y grid. circumvented. Third, the present ASAR algorithm, just like

the ISAR algorithm, is based on a single-bounce assumption.
the z—y grid becomes highly distorted for the < 0 region Multiple-bounqe mechanisms will not pe correctly mapped
which corresponds to the region in front of the antenna towalfly e ASAR image to the actual locations of the platform
the observation direction. Therefore, as we will see in thSé:atter!ng. Howeve_r, as we _shall show next, a higher order
resulting ASAR image in the examples, the platform scatteri attermg mechan!sm will simply be delayed in t.he ‘?'OW”_'
mechanisms from the region in front of the antenna wilfn9e direction while along the two cross-range directions it

experience distortion due to such asto-z transformation.  Will b& mapped to the last bounce point on the platform.
To summarize, the general algorithm in ASAR imaging To illustrate how multibounce mechanisms are represented
consists of three, steps in the ASAR image, we consider antbounce mechanism as

1) Collect multifrequency, multiaspect radiation field dat%jpgﬁéei(;:ai;gﬁs' The corresponding scattered field is given

E?(w, ¢, 6).
2) Talie tﬁe 3?—D inverse Fourier transform Bf (w, ¢, 8)  E*(w, ¢, 6) = A - e d¥({triputtripstFirips—1}+e.)
to form ASARu, vy, z). . e Tkodyn | o—ikobzn
3) Use the wu-to-x transformation to generate — A oIttt an) | gikodyn | =ikt
ASAR(z, y, z).
The dominant scattering locations on the platform at the (6)

observation angles of interest should then be manifestedBas taking the 3-D inverse Fourier transform of the above
peaks in the resulting ASAR image. Before demonstrating thsfgnal, we obtain

algorithm using examples, several remarks are in order. Firs . R’ _ ) _

borrowing our terminology from ISAR imaging, we shall refer %‘SAR(“’ Yo 2) = A-8(u =) 6y = yn) -8z = 20) (7)
to thez-direction as the down range direction. Titeandz- whereu/, = trip,,., + #». Notice that the;- andz-coordinate
axes are two orthogonal cross-range directions. From (3), wkthelast hit point are meaningfully represented in the ASAR
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Fig. 7. The 2-D projected ASAR i t A% -on.
Fig. 6. (a) Side view of the “vlold” model. (b) The 3-D ASAR images for '9 € projecte Image & om nose-on

different z slices at nose-on.

is four rays per wavelength at the center frequency. At the
image. Next, we apply the-to- transformation to generate exit_point of each ray, a ray-tube integration is carrie(_j out
to find the contribution of each ray to the total radiated
field at various frequencies and observation angles [13]. The
frequency bandwidth used is 1.1 GHz with a center frequency
of 10 GHz. A total of 128 frequencies are computed within
this band. The scattered field is collected in the far field from
—1.67 to 1.67 in azimuth over 32 points and from0.85
to 0.8% in elevation over eight points. Therefore, for each
, , B 5 5 5 frequency point, we collec32 x 8 = 256 angular points. In
Sincew, is always /grea_lter than, = /a7, + 4, + 25 + Zn, the computed data, we include only the scattered field from the
this implies thatz;, will always be grea_ter tharz,. In . platform and not the primary radiation due to the antenna in
other words, the ASAR peak for a multibounce scatteringq apsence of the platform. The total computation time for the
feature will not be at the last bounce point, but rather Wibgy simulation is 80 h on an IBM RS6000/590 workstation.

be simply delayed in the down-range direction by—w,. Noyt 5 3.0 ASAR image is generated using the algorithm
Therefore, multiple bounce features in the ASAR image, {fiscssed earlier. A 3-D Hanning window is used prior to

properly int_erpreted, do carry useful information for imagfhe inverse FFT operation in the algorithm. Since the ASAR
understanding. image is 3-D, we present the ASAR image of “viold” in
the zy-plane for differentz-cuts in Fig. 6(b). We observe a
number of distinct point scatterers on the wings and the talil
The ASAR imaging algorithm has been tested using tloé the aircraft. Since the antenna is located near the cockpit,
simulated radiation data from a dipole antenna placed neke strongest platform scattering is from the specular points
to simple plate configurations. The tests showed the expectgdund the nose of the aircraft. However, as we expect, this
specular peaks on the plate in the resulting images. Thasgion is distorted due to the-to-z transformation.
results will not be shown here for brevity. In the first example In the next example, we use the same airplane model, except
presented here, we generate the ASAR image using the sthe far-field data are collected from46.45 to —43.55 in
ulated radiation data from an antenna mounted on a compbzimuth over 32 points and from0.85 to 0.85 in elevation
airplane model. The CAD model of the airplane, “vlold,'over eight points. Again, the frequency bandwidth is 1.1 GHz
consists of approximately 10000 facets and is assumedwith a total of 128 frequencies around the center frequency
be perfectly conducting. The side view of the model isf 10 GHz. A 3-D Hanning window is used to reduce the
shown in Fig. 6(a). The CEM simulation is carried out bgidelobes in the image. In this example, instead of showing
the SBR-based code Apatch. A dipole antenna whose lengihthe individual z slices, we form a two-dimensional (2-D)
is electrically small~X/10) is used as the source and placegrojected ASAR image in the—y plane by summing all
above the cockpit. During the CEM simulation, a large séfe z-cuts, as shown in Fig. 7. By viewing the resulting
of rays are shot from the antenna toward to platform artiD ASAR image, the dominant scattering regions for this
are traced according to geometrical optics as they boungarticular observation angle are found to be located on the left
around the platform. The density of rays cast on the platforwing and around the tail fins of the aircraft. Again, we notice

ASAR(x, y, 2) = A-6(xz —x) - 6(y — ) - (2 — 2,) (8)

where

n U//

9)

xn—§ u

n

B. Numerical Examples
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the unavoidable image smearing in front of the antenna derpression for the ASAR image of the platform
to the u-to-x transformation.

ASAR(u, y, 2)
= Z o {208ke*e (=) gine (Ak(u — u;))}

lIl. FAST ASAR IMAGE FORMATION USING SBR i rays
We have thus far presented a general Fourier-based algo- {2k, Agsine (ko Adp(y — ui)) }
rithm to generate 3-D ASAR imageries from multifrequency, {2k, Af sinc (k,A0(z — 7))} (12)

multiaspect radiation data. For complex platforms, the com-

putation time needed to generate the required input data &@lere Ak, Ap, and Ad are the half bandwidths in the, ¢-,
using a CEM simulator can become prohibitively high. In thignd §-domain, respectively. Notice that this “image-domain”
section, we shall derive a fast imaging algorithm speciallyrmula gives the contribution of each ray, in closed form,
tailored for the SBR approach. It utilizes the ray informatiofp the overall ASAR image directly. sincey;, wi, Y, %)
available within the ray-tracing engine to generate the ASAte readily available from ray tracing, the ASAR image can
image directly on a ray-by-ray basis. As we shall demonstraigs generated directly without first computing the multiple
when we combine this image-domain formulation with a fastequency-aspect data. Therefore, to form an ASAR image
ray summation scheme, we can obtain the same quality \@fing (12), we simply update th@:, v, z) space using the
image as the frequency-aspect algorithm at only a fractie@rrespondingsinc functions after each ray is traced. While
of the computation time. This approach is similar to the fasiis image-domain formulation is conceptually simpler, it does
image formation algorithm we have successfully developed fapt actually lead to any savings in computation time when
ISAR image simulation [10], [12]. compared to the frequency-aspect approach. Next we shall
apply a fast ray summation scheme to speed up the calculation
A. Image-Domain Formulation of (12).
In applying the SBR technique to the antenna radiatig Fast Ray Summation
problem, rays are first shot from the phase center of the antenna i , ) i
and traced according to geometrical optics. At the exit point of Let us rewrite the image-domain ray summation formula as
each ray before they leave the platform altogether, a ray—tubg\SAR(m Y, 2) = Z Bi - h(u—wi, y—yi, 2 —2) (13)
integration is carried out to find the contribution of each ray to i o
the total radiated field at various frequencies and observation
angles [13]. Under this construct, the radiated field can Méere i(u, y, z) is the image-domain ray spread function
written as given by

irays

h(u, y, 2)
= kot sinc(Aku) - sinc (k,Agy) - sinc (k,A82)
(14)

E(w, ¢, 60) = Z o - eIk pmikedus | pmiko 02 (10)

irays

The above expression is derived under the assumption that ., ,
the bandwidth and observation angles are small, and that df; = (8k;AkAPAD) - ;. We now make an important

platform is perfectly conducting. The detailed steps can lg fervatlonstgat (:.L3t)1tc2n_ be Ir ec?st '?.to a c&)r;%/olutlon formd
found in [10] and will not be repeated here. In (1@, is etween a s-L weighted impulse function and he ray sprea

proportional to the field at the exit ray-tube, and is only weakl nction as shown below

dependent on aspect and frequeray, ¥;, z;) is the location ASAR(u, ¥, 2)

of the last hit point ands;, = d; + z;, whered; is the total

path t_rav_eled by"th ray from the antenna to the last hit poir_1t. _ Z Bi - 6(u— i,y — i, 2 — 2) | * hu, y, 2)
Substituting (10) into our general ASAR formula, we obtain

7rays

ASAR(u, 4, 2) =gxh(u, y, 2). (15)
= IFT3{E*(w, ¢, 6)} To calculate the convolution, we will use an FFT-based fast
' ' scheme proposed earlier by Sullivan [11]. The basic idea
— IFT, Z o - o—dku | mikedyi | —ikozi is to use the FFT algorithm to carry out the convolution.

However, since the 3-D weighted impulse trgiin the above
, , , equation does not occur on a uniformly sampled grid, we must
=3  IFT{e %"} IFT{c 7*?¥ } .IFT{e7***}. first convert it into a uniformly sampled ong. To ensure
irays accuracy, we interpolate the nonuniformly sampled impulses
(11) onto a uniformly sampled grid which is sampleddttimes
the Nyquist rate. We use a first-order interpolation scheme,
It is apparent that the above inverse Fourier transform opervahereby the closest eight neighboring points on the uniform
tions can be performed analytically, resulting in a closed-forgrid are linearly updated depending on their distances from the

irays
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Fig. 8. The first-order, closest neighbor interpolation used in the SU||IV6|1:I‘1

scheme. Ig. 9. Slice-by-slice comparison for the 3-D ASAR images at nose-on gen-

erated using the image-domain formulation with: (top) brute-force convolution
and (bottom) Sullivan scheme.
original impulse (see Fig. 8). If the original impulse occurs
betweenjA, < w; < (j + 1)A,, kA, <y < (k+1)4A,, frequency-aspect approach can be easily implemented in the
andlA, < z < (14 1)A, with an amplitude ofy;, the eight fast algorithm by replacing the FETh) by a 3-D Hanning
grid points are updated using a standard interpolation schewiadow.
[14] as follows:

C. Results
(JAU, /{;AJ, ZAZ)IOQ/OlR) . . . . .

The fidelity and computation time of the fast ASAR image-
95(1Bu; KAy, (1 +1)Az) =i/ (rs - 7) formation scheme are investigated. As a first example, the
9s(( + DA, kA, IA,) =a;/(r2 - R) 3-D ASAR image presented in Fig. 6(b) is regenerated using

9:((G + DA, kA, (1 +1)A.) =ai/(r6 - R) the image-domain formulation, both with and without the fast
95(G + DA, (k+ 1A, IA,) =, /(r3 - R) ray summation scheme of Section IlI-B. Fig. 9 (top) shows
the image-domain result by using a brute-force computation

95(( + DAu, (k+ 1Ay, I+ 1)A:) =i/ (r7- R) of the convolution in (12). Fig. 9 (bottom) shows the result
9s(G A, (E+1)Ay, IA.) =a;/(rs - R) using the fast ray summation technique. A visual comparison

g:(A,, (k+1)A,, (+1)A.) =ai/(rs- R) of Figs. 6(b), 9 (top), and 9(bottom) shows that the dominant

(16) scattering features are well reproduced in all three images

over a dynamic range of 40 dB. The discrepancies between

where Figs. 6(b) and 9 (top) can be attributed to the approxima-
tion that the ray coefficienty; is independent of aspect

R=1/ri+1/ra+1/rs+1/ra+1/rs+1/rc +1/r7+1/rs  and frequency in the image-domain derivation. Some minor

and ther;'s are the distances from the eight grid points to thgiscrepancies in the strength of the scatterers are observed

original impulse location as shown in Fig. 8. After summinﬁletWeen Fig. 9 (top) and 9 (bottom), and are attributable to

all rays to form the uniformly sampled functign, the ASAR e Sullivan scheme. In implementing the Sullivan scheme,

; ; the oversampling ratioV is taken to be4 in all three
image can be generated by the fast Fourier transform . ; )
g g y dimensions. As a second example, the 2-D projected ASAR

ASAR(u, y, 2) image presented in Fig. 7 is regenerated using the image-
= IFFT3{FFTs(g,(u, y, 2)) - FFTa(h(u, v, 2))} (17) domain formula. Fig. 10(a) shows the image-domain results by
using the brute-force convolution. Fig. 10(b) shows the results
where FFE and IFFT; correspond to the 3-D forward andusing the fast ray summation technique. Again, we observe
inverse fast Fourier transforms, respectively. The final that the dominant scattering features are fairly well reproduced
to-x transformation is carried out just as in the frequencyhen the three images are compared. To demonstrate the
aspect approach to generate ASAR v, z). It is apparent computation time savings of the fast algorithm, we compare
that Sullivan’'s scheme can become more accurate by eitllee computation time needed to form a single 3-D ASAR
increasing the oversampling raf€ or using a higher order image using SBR for: 1) the frequency-aspect approach; 2) the
interpolation scheme. Accuracy, however, is achieved at tmeage-domain approach with direct convolution; and 3) the
price of either more memory or more computation timeémage-domain approach with Sullivan’s fast ray summation
Detailed discussion on the computational complexity of thecheme. The timing results are listed in Table |, and have been
Sullivan scheme can be found in [12]. Finally, since we usdaoken down into the ray tracing time and the ray summation
a Hanning window prior to the FFT operation in the frequencyime. For the frequency-aspect approach and the image-domain
aspect approach, thie function in the fast algorithm can bewith direct convolution approach, we observe that the ray
simply obtained by inverse Fourier transforming the Hannirgummation time is the dominant portion of the whole image
windows. We observe that the windowing operation used in tigeneration process. On the other hand, with the use of the
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Fig. 10. Comparison of the 2-D ASR images at 46bm nose-on generated
using the image-domain formulation with (a) brute-force convolution and (

Sullivan scheme.
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TABLE |

THE CoMPUTATION TIMES FOR THE “vlold.”

THE TIMINGS ARE FOR THE IBM(RS-6000/590) MCHINE

Ray Summation Time | Ray Trace Time Total Time
Frequency-Aspect
Approach 79.25 hours 45 minutes 80 hours
Image Domain
Approach 72.55 hours 45 minutes 73.3 hours
Sullivan’s
Scheme 3 minutes 45 minutes 48 minutes

1851

IV. CONCLUSIONS

We have developed a novel imaging algorithm to pinpoint
the locations of secondary scattering off a mounting platform
from the antenna radiation data. Our approach is based on
synthetic aperture radar concept. It was shown that under the
small-angle approximation and single-bounce assumption, a
Fourier transform relationship exists between multifrequency,
multiaspect radiation data and the 3-D positions and strengths
of the secondary scatterers on the platform. Therefore, a 3-
D image showing the spatial locations of platform scattering
can be constructed via Fourier inversion of the radiation data.
We have demonstrated this concept by using the computed
radiation data from a mounted antenna on a model airplane,
simulated using the SBR-based code Apatch. By forming the
3-D image using the ASAR algorithm, the key scattering
locations on the platform can be clearly identified. While
the algorithm has only been demonstrated visually in the
form of ASAR images in this paper, we have since verified
that the strong scattering locations in the image can indeed
be correlated with platform scattering [15]. For instance, by
coating the platform at these key locations, we can significantly
reduce the platform scattering. The ASAR algorithm is quite
general in that it can be used to process data from any CEM
solvers, or even measurement data. Work is currently under
way to independently verify the ASAR concept using the fast-
multipole solver FISC [16]. We have also derived a fast ASAR
imaging algorithm specially tailored for the SBR approach.
By taking advantage of the ray tracing information within the
SBR engine, we have shown that the fast approach can result
in the same quality of image as the frequency-aspect algorithm
at only a fraction of the computation time (minute versus
hour). Our work demonstrates that a fast computer-aided
design tool that which combines antenna pattern simulation
with scattering location diagnostic can be readily implemented.
Such a tool should be useful in helping the antenna designer
Mnderstand cause-and-effect and in guiding the designer to
mitigate platform effects.
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