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Hydrodynamic Effects in Low-Grazing Angle
Backscattering from the Ocean

Enrique A. Caponi, Bruce M. Lake, and Henry C. Yuen

Abstract—Time series of returned power, Doppler spectra of these characteristics had been observed in earlier field
and range versus time intensity (RTI) images collected from experiments and had been associated with breaking waves

low-grazing angle radar backscattering from the ocean present .
features which cannot be explained solely within the framework gi’g’l’ [Igz]i)lmykov and Pustovoytenko [8], Wetzel [32]; Jessup

of resonant Bragg scattering. We propose that most of the . .
observed characteristics are a consequence of the way in which  In fact, a series of very careful laboratory experiments (Lee
waves evolve on the surface of the ocean. To illustrate this et al. [14]-[16], [18]-[22]) show similar characteristics for the

point, we have built a model consisting of a hydrodynamic radar backscattering from mechanically generated waves at

module and a radar response module. The hydrodynamics mod- ; ; Fr
ule includes most of the physics thought to be relevant to the various levels of breaking. These results strongly indicate that

evolution of a wavefield (i.e., nonlinear interactions, wind, and several dlfferent §catter|ng mechanisms have to be taken into
wavebreaking). The radar module computes the backscattering consideration. It is expected that from the analysis of these
as the accumulation of Bragg response from every tilted facet detailed, high-resolution measurements, the dominant mecha-
of the reconstructed surface, except for those locations where nisms responsible for the observed behavior will be identified

hydrodynamic conditions leading to wavebreaking are detected. 5nq gyantified, so that physically meaningful parameterizations
Facets involved in wavebreaking are assumed to contribute to the - : . .

backscattering in a quasi-specular polarization independent fash- can be lncorporatgd in the simulation of at-sea returns.

ion. The hydrodynamics module is used to simulate the evoluton ~ Here, a model is proposed to show that regardless of the
of a nonlinear wave field, starting from essentially monochromatic actual physical mechanisms responsible for the microwave
conditions. The evolution reproduces known characteristics of scattering, significant features observed in field data can be

these systems, including the generation of sideband instabilities ; _ .
and downshifting. The radar response module is then exercised reproduced by postulating that non-Bragg scatterers are gen

on the resulting surface at various stages of development. Sim- erate‘?‘ by breaking Waves_or WaV?S In_incipient Sta,ges of
ulated RTI's at very low-grazing angles reproduce the observed Preaking. In order to do this, we simulate the evolution of
polarimetric characteristics, as well as their behavior when the a nonlinear wave field in time under the effect of wind,

grazing angle is increased. Simulated Doppler spectra reproduce jdentifying at every step in the evolution the regions where
the peak separation phenomenon observed in field measurements,y 4ye preaking is likely to occur. Microwave backscatter is
at very low-grazing angles and also show a behavior similar to .
that shown by field data when the grazing angle is increased. calculated under the assumption that the reconstructed surface
is populated by Bragg scatterers consistent with the applied

wind, except in facets involved in wave-breaking, where a

population of scatterers is assumed advected by the wave crest.
|. INTRODUCTION For the purposes of this illustration, these non-Bragg scatterers

ECENT low-grazing angle radar backscattering measuie specified to respond quasi-specularly for the incidence

ments from the ocean (Wardt al. [30], Lee et al. angle_s of mt(_erest. : .
i : This very simple radar backscattering model, when applied
[12], [13], [17]) have established that the observed microwaye
. e surfaces generated by a code that captures most of the
returns can not be explained solely within the framework 0

resonant Bragg scattering (e.g., Rice [25]: Valenzuela [28 ynamics known to be relevant in the evolution of ocean

Striking features of the field data at these angles are the appeaa}yes’ yields simulated results that show very good qual-

) : |%a1tive agreement with observations and with trends in the
ance of bursts or spikes—much more apparent at horizonta

(HH) polarization than at vertical (VV)—in time series of theexperlmental data as a function of grazing angle.
returned power, the appearance of “stripes” in range versus
time intensity (RTI) images and the occurrence of “fast” peaks
in time averaged Doppler spectra. Furthermore, the overallln the open ocean, unsteadiness induced by both wind
ratio of HH to VV polarized return power does not approactiput and nonlinear interactions facilitate the deformation and
zero with grazing angle, as predicted by Rice’s theory. Sorf¥entual breaking of surface waves at average steepness values

. . , . well below those determined theoretically to be the maximum
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To describe most of the physics responsible for thede.., is the steepness beyond which incipient breaking is
properties, we simulate the long term evolution of a wavassumed to occur, ardy;,, is the maximum physically attain-
field taking into account the modulation of nonlinear surfacagble steepness. The values taken for the adjustable parameters
waves (Yuen and Lake [33]), the effect of dissipation duare:; = 14, (molecular viscosity) angi = 1.
to (micro)breaking, and the interaction between the evolving Hence, the final expression fér used in (1) is
wavefield ar_1d the existing wind. The description is based on Qi = Qk:) = w; + i (B(ki, Uro) — vrk?) 3)
the formulation introduced by Zakharov [34] for a broad-band o
spectrum of waves. The time evolution of spectral componeff§€revr is either the value for.,, of (2) or the molecular

in a weakly nonlinear dispersive wave system in which fout/SCOSity v, depending on whether the maximum local slope

wave interactions dominate in the time scale of interested §§¢€€dStacap OF NOL. _ .
governed by Since the criterion for wave breaking used above is de-

pendent on the local steepness values, the surface has to be

dDy/dt + i Dy reconstructed at every time step. For the purposes of the
= —q Z K1934D3D3D46(ky + k2 — k3 — k4).  simulations presented here, the first-order accurate expression
0<kz, kg, kg <kmax for the slow-time surface displacement

1)
In (1), D; = D(k;,t) are complex variables combining n(z,t) = <ZD(ki’t) eXp('Lkix)""C'C') /27r (4)
the Fourier transforms of the slow time components of the ! . . .
water surface displacement(x,) and of the surface ve- IS u_sed throughout. Results are slightly different when using
locity potential p(z, 7(x,t),t), via D(ki,t) = A(kit) + the improved linear representation (ILR) of Crearaeal. [5],
i(ki | 9) 23 (ks, t) T v " but this happens at a substantial cost in running time without
In (1), the interaction coefficients’;;;; are real functions changing the nature of the conclusions reached here.

of the wavenumber arguments first derived by Zakharov [34]

and shown, with some minor corrections, in Crawfetdal. ) ] ] ) )
[4]. However, in that early version, the resulting reduced !N the one-dimensional (1-D) code implementing this model,

equations (1) are not Hamiltonian, as observed by variolfi€ Wavesystem is described by a mesVaodes, uniformly
authors (e.g., Caponét al. [2]. The version used here isdistributed ink space. For the simulations described heve,
due to Krasitskii [9], [10], who determined the reason fof/@S chosen to be 31, resolving waves between about 40 cm

this defect and removed it by formally applying the classic&"d4™ M. This choice ofk: values permits the description of
method of canonical transformations in the determination 8f'€asonable portion of the gravity wave spectrum for a young
the interaction coefficients. sea, while the chosen value &f allows for fast execution

The quantityQ is determined by the deep water dispersioﬂmes with modest computational hardware. Initial conditions
relation for gravity waves, and by the generation and dis§onsisted of an essentially monochromatic wavefield, with
pation processes that we choose to include in the model.dpvavelength of 78.5 cm and an initial sloge = 0.10.

the absence of these latter processes, its value coincides Wit amplituge of the other 30 modes was set to a relative
w(k;) = (gk:)"/2, wherek; is the wavenumber ang = 9.81 level of 10~%, and their phases chosen randomly. A range
m/< is the grav}tational acceleration. of values could be reasonably chosen for the parameters of

Wave growth due to wind is modeled as in Snyeeéral. the wavebreaking model. Here, we used the typical values

[27]. The linear growth rate—a function of wavenumbet ~ ¥%cap = 0.2 and kayy, = 0.3. Details of the wavefield

and wind speed at the reference height—is incorporated as g¥@!ution, as well as global indicators (temporal evolution of
imaginary component of in (1). The evolving wavefield is the wavefield energy, frequency of breaking events_, gtc.) are
allowed to modify the applied wind profile via a Simp”ﬁeddependent on the values chosen for these characteristic slopes,
formulation that follows Janssegt al. [6], requiring that the but those variations are not relevant to our purposes here. The

wind speed on a nonuniform mesh set in the air be solvegi@itial wind profile was taken as logarithmic, with an initial

every time step. strength of 10 m/s at the reference height of 10 m, and was
Zakharov's equation describes accurately the behavior of figScribed by a nonuniform mesh of 15 points, extending to

wave envelope, but does not describe the detailed properfle@€ight of 150 m above the mean surface level, i.e., several

of a breaking wave. Here, these properties are parameteri#8ifs the wavelength of the longest water wave described.

via a wave-breaking model that accounts for the energy loss! e wavefield development is described by Figs. 1-3. In the

due to this process. top panel of Fig. 1, the total energy of the wave system is dis-

Dissipation is taken to be molecular, except when breakiRigyed as afunction of time. The ragged trace is composed of a
conditions at the surface are present. Breaking is assumed5€s Of nearly exponential growth periods due to wind input,
occur when the maximum value of the local slope exceedderspersed with abrupt jumps corresponding to the dissipative
pre-established steepneks..,. Following Lakeet al. [11], character of wavebreaking events. Due to the change in time
we model this dissipation as of the wave spectrum, the growth rate values during calm

periods between breaks vary as a function of time. The overall
Viws = V1 expi((ka — kacap)/(kaiim — ka))}  (2)  effective” growth rate of the wavesystem is smaller—by a
whereka is the maximum slope in the reconstructed surfactctor of almost five—than the initial growth rate.

I1l. W AVEFIELD EVOLUTION
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1.00 Fig. 2. Wave spectra at various times averaged over 3 s for the system of
: Fig. 1. First wavebreaking event occurs at approximately 160 s.
= roughly symmetrical character of the spectrum for traces
S 9997 corresponding to times earlier than the first wavebreaking
> event (at about 160 s). For later times, the spectrum is
= clearly asymmetric showing that the wave system undergoes
S 090 downshifting. This phenomenon is shown more clearly in
-2 Fig. 3 where spectrum levels are color coded and displayed
in k-t space. These results reproduce observed characteristics
in the evolution of water waves: excitation of Benjamin—Feir
0.85 , , , , , instability in a nonlinear wavetrain and, in the presence of
0 400 800 1200 1600 2000 2400  breaking, downshift in the wave spectrum (Ladteal., [11]).
t (sec)
© V. SIMULATION OF RADAR RETURN

Fig. 1. Evolution of the wind-wave system described in the text. (a) Total h b f llel h ified
energy in the wave system. (b) Total dissipation referred to the molecular W& assume that a beam of parallel rays at the specifie

dissipation. (c) Wind speed at reference height referred to its initial value.grazing angle shines on a full period of the reconstructed
surface, and that surface facets in the geometric shadow do

The time evolution of the total dissipation in terms ofot contribute to the return.

the molecular dissipation is displayed in the middle panel of |lJuminated facets are assumed populated by a spectrum of

Fig. 1. As expected, the largest peaks in this quantity aligiort waves consistent with the applicable value of the wind

with the energy loss events shown in the top panel. The bottgpeed at the reference height, via either Pierson—Stacy’s [24]

panel shows the time evolution of the applied wirid) at the spectrum, or the Donelan—Banneihde spectrum due to Apel

reference height. [1]. For each of these facets, the local grazing arfijleas a
Traces of the wave spectrum at selected times are shofunction of the nominal grazing angk, and the local long-

in Fig. 2. Note the initial appearance of side bands and theave surface slope is calculated, thus determining the local
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can be safely ignored. On the other hand, for characteristic
beamwidths and ranges used in ocean probing, a range-gated
radar typically covers an azimuthal width of the order of tens
of meters and azimuthal variations in the surface wave field
must be accounted for. For a given range gate, the strength of
the contribution from scatterers generated by a breaking event,
whose azimuthal extent is expected to be substantially smaller
than the illuminated azimuthal width, will be diluted by the
Bragg contribution from the majority of the illuminated region
at the range gate of interest. Consequently, the effective non-
Bragg cross section per unit area to be used in the simulation of
the response to this type of instrument should be substantially
smaller than the value used in the simulation of a narrow spot
size radar.

The heuristically determined values used in the generation
of the results presented below for the effective non-Bragg cross
section per unit area,g are 0.3 for an instrument illuminating
a small azimuthal extent and 0.05 for a typical range-gated
radar at a mean range of the order of a few kilometers. These
values are consistent with the recently determined value for
the non-Bragg HH cross section obtained in high-resolution
laboratory measurements on breaking waves (gteal. [22])
and with their estimate for the effective value on ocean data
collected with a range-gated radar.

Simulated range-time intensity (RTI) plots are built col-
lecting the response for each polarization from each surface
facet at the range bin corresponding to the facet's position.
Since RTI's are a product of range-gated radars, the value
ong = 0.05 is used in their simulation.

In order to simulate a time-averaged Doppler spectrum,

the returned power from each facet is accumulated on the
0 3 : frequency bin containing the Doppler frequengy that cor-
1.0 8.0 12.0 responds to the projection along the radar wavevektoof
kK (1/7n) the speedu, at which the scatterer type responsible for the
return propagate<x fp = —2k, - u,.
Fig. 3. Normalized wave spectrufi(k, t)/F(ko,t = 0). Horizontal axis For Bragg contributionsu, is the phase speed of the
is wavenumbet:, extending between 0.5 and 15.5"M Vertical axis is time resonant Bragg waves, added to the local orbital velocity due to
extending from 0 to 2400 s. . s . .
the long wave field and the wind induced drift velocity. For the
non-Bragg contributions, the relevant speed is the local phase
resonant Bragg wavenumbégi = 2k, cosf,;, wherek, is speed of the breaking facet, obtained as the ratio of the local
the radar wavenumber. For illuminated facets not involvegave frequency to the local wavenumber, both determined via
in wavebreaking, the backscatter power is calculated usitige Hilbert transform of the reconstructed long wave surface
Valenzuela’s [29] expressions for the normalized cross sectigiMelville [23]) added to the drift velocity.
per unit areaoir and oy, evaluated at the local resonant In  addition, broadening mechanisms affecting the
wavenumber, for a dielectric value = 51.4 — i39.1) corre- calculated Doppler return for both types of contributions
sponding to the environment considered in legal. [12]. (and irrelevant in the simulation of RTI's) have been

Facets involved in wavebreaking are assumed to return—ecorporated in the code. These are summarized below;
unit area—a large fraction of the incoming power along théetails can be found in Caponi [3].
direction of incidence, regardless of the incoming polarization The width of the Bragg peak in the Doppler spectrum is
and grazing angle (within the range of grazing angles afainly determined by the distribution of orbital velocities of
interest.) Due to the limitation imposed by the use of a 1-fhe long wave field on which the Bragg scatterers propagate
scattering surface, the value used for the corresponding cr@d® broadening produced by variations in the effective inci-
section per unit area depends on the illumination pattern of tience angle over the scattering region in the case of radars
instrument whose response is being simulated. The 1-D surfatese to the illuminated surface being ignored at this stage.)
is well suited for the case of a scatterometer whose footprint ®he hardware used to exercise this code forces the range of
the ocean surface is of the order of a few meters in the radiehvenumbers described to be rather limited when compared
direction and sufficiently narrow in the azimuthal directiomvith at-sea experiments. As a consequence, the broadening of
so that variations in the scattering surface in this directidghe Bragg peaks in the simulated Doppler spectra is not as
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large as that characteristically found in the open ocean da'ow wmmmesmmmmenr
We model the effect of longer waves not described by th{F=="= _L-Oj= Fame
k-mesh by adding to the Doppler frequency for each Brag| {# '
contribution a normally distributed deviate with zero mean an
a variance chosen to be consistent with representative spec
obtained from field data. We have taken the valig = 19

Hz as representative for the/e Gaussian half-width of the
Bragg contribution.

Non-Bragg contributions to time averaged Doppler spec
tra have been found to follow a Lorentzian—in general, i
Voigtian—distribution (Leeet al. [12], [13]). This behavior is
consistent with the interpretation that these contributions a
due to scatterers with a finite lifetime, where the correspondir
frequency can be determined with an uncertainty inverse
proportional to the event’s lifetime. In this implementation, we
assume that each “breaking facet” contains a large number
scatterer§ N = 100), each of which returns/N of the power
assumed to be returned by a facet involved in wavebreakit
by the value ot in use. TheseV contributions are assigned
to the Doppler frequency bin corresponding to the local pha|
speed, each shifted by a Lorentzian distributed deviate Wi
zero mean and a half-width of 10 Hz. Doppler spectra shovwy. 4. Simulated RTI's for %, 10°, 30°, and 40 grazing for a 30 s
in the next section are obtained by averaging instantaneduigrval starting at = 1000 sec. Top row: VV polarization. Bottom row:
spectra collected over the specified time intervals. E;'W‘;‘r’('j";”fzrz%’”d Ffoag%es'ggeases to the left from O tord. Time increases

The electromagnetic scattering model described above Is
known to be incomplete. Both field measurements (keal.

[17]) and detailed probing of breaking waves in the laborator Qualitatively similar RTI's for both polarizations are pro-
(Leeet al. [16], [18], [22]) show that single-bounce specularduced at large grazing angles (rightmost column in Fig. 4,
like events like the ones modeled here exist, but may not be giresponding to 40grazing). For lower grazing angles, the
predominant mechanism generating non-Bragg contributiof@SPective images become quite different.

The experimental results show that the HH/VV ratio for non- AS the grazing angle is reduced, the character of the
Bragg events is not one as assumed here (it is not even cons¥aitresponse does not change significantly. While shading,
over the various stages of development of a breaking wavgghifested by the dark (no return) bands, becomes more
and that time series of cross-pol returns HV and VH ovépparent as the grazing angle is decreased, the wave system
a breaking event differ. Other mechanisms (e.g., Brews&in still be recognized for this polarization even aigsazing.
reflection in double bounce scattering, scattering from threeFor the HH case, on the other hand, as the grazing angle
dimensional surface features, large curvature effects, etc.) mgsflecreased the non-Bragg contributions become dominant,
be invoked to account for these observations. and the imaging of the wave system is lost. What remains

However inaccurate our modeling of non-Bragg scatterir% very low-grazing angles is a collection of short stripes
may be, its use is not critical to the objective pursued, whidfentifying the location of the wavebreaking events in the
is to show the relevance of nonlinear wave dynamics in tf@nge-time plane. The slope of the stripes is the phase speed
explanation of some of the most striking characteristics 8f the breaking waves, the stripes being organized in bands

radar return at low-grazing angles. whose slope is the corresponding group speed.
Similar characteristics are apparent in RTI's collected in
V. RESULTS the open sea (cf., for example, Waed al. [30], Ward and

The model described above was used to obtain simulatefePherd, [31], and Smitet al. [26]).
radar response outputs at particular stages of evolution of the
wave field. Of interest are the range versus time intensity plds Simulated Doppler Spectra
and Doppler spectra. Figs. 5—7 reproduce 2-min averaged ocean data Doppler
) , spectra at various grazing angles published by kteal.
A. Simulated RTI's [12]. In each case, the VV and HH instrument response is
Simulated RTI's for VV and HH polarization at variousshown as thick solid and dashed lines, respectively, while the
grazing angles are shown in Fig. 4, corresponding to tleerresponding simulated response is displayed as thin lines of
wavefield generated between= 1000 and¢ = 1030 s. In the same type.
each panel, radar range increases from right to left (the widthThe Doppler spectra of Fig. 5 correspond to data obtained
being 4r m) and time increases upwards (from O to 30 shy the Royal Signals and Radar Establishment (RSRE) in
Intensities are mapped linearly to a monochromatic scale frdroch Linnhe, Scotland, 1989. The instrument was a range
black to white over 256 levels. gated X-band radar operating at 10 GHz, mounted on the
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Fig. 5. Doppler spectra at’6grazing. Experimental data (thick lines) from Fig. 7. Doppler spectra at 25grazing. Experimental data (thick lines)

Loch Linnhe Experiment, 1989, Run 8, range cell 80, obtained by Royabtained by TRW’s scatterometer in Sound of Sleat, Scotland, 1991, has been

Signals and Radar Establishment (RSRE). Simulated spectra collected ovehiéted in frequency to remove the boat's speed contribution to the Doppler

5 s interval starting at = 165 s are displayed with thin lines. In both casesgshift. Simulated spectra collected over a 10 s interval starting at 160

solid lines are used for the VV response, dashed lines for HH. are displayed with thin lines. In both cases, solid lines are used for the VV
response, dashed lines for HH.

10 deg grazing
The data has been shifted in frequency to compensate for the
1071 WV TRW o1 Doppler shift due to the boat’s speed.
------ HH TRW J19R11 In each of these figures, thin lines display 10 s averaged
10 ’ —— VVsimt=300 simulated spectra for the corresponding grazing angle. The
HH sim =300 . . .

starting times have been chosen so that the peak in the
response due to the non-Bragg contributions (the “fast” peak)
occurs at approximately the same Doppler frequency as the
corresponding feature in the experimental data.

For the & grazing simulation, the effective normalized cross
section for non-Bragg response was takenogs = 0.05,
given that the experimental data was collected over a strip
extending approximately 43 m in the azimuthal direction.
The 25 grazing angle data is the response to an instrument
illuminating a very small footprint, whose major (radial) and
minor (azimuthal) semi-axes were about 1.2 m and 0.5 m. For

Fig. 6. Doppler spectra at 20grazing. Experimental data (thick lines)this case, the value,z = 0.3 was used.

ob'taine'd by TRW's scatterometer in Soupd of Sleat, Scptla_nd, 1991, has beeq—he appropriate value fos,p to use in the 10 case is
shifted in frequency to remove the boat’s speed contribution to the Doppler s epe . . .
shift. Simulated spectra collected over a 10 s interval starting-at300 s more difficult to determine. Although the nominal azimuthal

are displayed with thin lines. In both cases, solid lines are used for the \8émi-axis is of the order of 1.5 m, the calibration found the
response, dashed lines for HH. instrument’s vertical plane-3-db beamwidths to be & 7or
coast at a nominal range of 2.5 km, with a range resolution ¥V and 10.3 for HH, thus rendering the radial extent of
1.5 m and a nominal azimuthal coverage of 43 m. The ddf illuminated footprints very large at this grazing angle.
displayed corresponds to range cell 80 and the correspondfhdurther uncertainty is introduced by the observation that
grazing angle is about°6 The wind speed was about 8 m/smaximum instrument platform pitch was estimated to be of the
and the look angle was about 6With respect to the wind order of 1.28 for this series of experiments. Consequently, it
direction (which makes this case not a very good candidatefi@s been assumed that for this grazing angle the illuminated
be simulated by the 1-D model described here). footprint in the experiment was substantially larger than the
The spectra of Figs. 6 and 7 were obtained by TRW iluminated footprint in the simulation and the valugg =
Sound of Sleat, Scotland in 1991. The instrument was a CWW05 was adopted.
dual-polarizationX-band (9.2 GHz), coherent scatterometer The traces corresponding to data and to simulated responses
mounted on the bow of a boat at about 2.3 m over the menFigs. 5 to 7 share several distinctive traits. In all sets, the
water surface. The data were collected at nominal graziktid spectrum peaks at a Doppler frequency larger than the
angles of 10 and 23, respectively. In both cases, the boaBragg frequency at which the VV spectrum peaks, while a
(and, consequently, the radar) was aligned against the wisdcondary HH peak at the Bragg frequency becomes more
which was determined to be 8.5 m/s and 9.5 m/s at 10 m heightominent as the grazing angle is increased. The VV spectrum
respectively. The boat speed was about 1.1 m/s for both cag@sfile is asymmetric due to the non-Bragg contributions.

Return Loss (db/Hz)

T T T
-100 -50 0 50 100 150 200
fD (Hz)
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Fig. 8. Simulated normalized Doppler spectra atdazing collected over Fig. 9. Simulated normalized Doppler spectra at azing. The experi-
10 sec intervals at various stages of development of the simulated wavefi@@ntal data described in Fig. 6 is plotted as open circles (see Fig. 8 caption).
evolution. The case startingfat= 600 s contains a single wavebreaking event,

while the others contain a series of events. The experimental datahdescrimé exception of the collection starting &= 600 s (where
e aesbonee Tomaized Wit <%y one wavebreaking event occurs), all collection periods are
“fast” peak. characterized by active wavebreaking. The main contribution
to the simulated VV response does not change appreciably
In the 6 grazing case shown in Fig. 5, the complet@ith the wavefield, but the extent and level of the long tail
peak separation between VV and HH observed in the ddta frequencies larger than the Bragg frequency does. The
is almost reproduced, were it not for a minor peak in Hidimulated normalized HH response at different times in the
close to the Bragg frequency. This is not surprising, givei) panels of Figs. 8—10 show a predominantly “fast” response
that the simulation assumes a population of Bragg wavesiose Doppler frequency increases in time as the dominant
corresponding to a wind speed of about 9.5 m/s ‘ald®k wave becomes longer and a smaller contribution at the Bragg
angle, while the experimental conditions correspond to a heBdppler frequency whose value relative to the “fast” peak
wind component of about 4 m/s. However, as the wave fietibpends on the stage of development of the wavefield and the
evolves, complete peak separation is obtained in the simulafestjuency of wavebreaking events. Note that the Bragg peak
results also [cf. Fig. 8(b)]. can become dominant when wave breaking activity is low in
Normalized simulated and 10 s averaged, Doppler spectrata collection interval (see trace corresponding te 600 s).
various stages of development of the wavefield are superpose@he measured and simulated normalized HH Doppler
to the experimental data (averaged over approximatelyspectra as a function of the normalized (with respect to
min) in Figs. 8-10, for the grazing angle cas€s 60° and the frequency of the “fast” peak) Doppler frequency are
25°, respectively. VV spectra are normalized with respedisplayed in Fig. 11, one panel for each of the grazing
to their maximum value, while HH spectra are normalizedngles under consideration. As the grazing angle is increased,
with respect to the maximum value at the fast peak. Withe data shows the Bragg contribution increasing, a trend
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Fig. 10. Simulated normalized Doppler spectra af 2ffazing. The ex- HH 25 deg grazing
perimental data described in Fig. 7 is plotted as open circles (see Fig. 8
caption). 15 — t=160
. . AT I S A R S t= 300
reproduced by the simulated results. Shortcomings in the (¢ &+ 1. t= 600
simple electromagnetic model used (for example, neglecting? - 1=1200
the effect on the microwave return of features appearing3 1.0 e
just behind a breaking wave and their subsequent adjustmerg
to the predominant flow) seem to become more apparent a&
the grazing angle increases [compare Fig. 11(c) to Fig. 11(a5§
and (b)]. In all cases, most of the data falls within the 5 057
envelope defined by the simulated results. z
VI. CONCLUSION 0.0
0.0 05 10 2.0

A very simple backscatter model applied to an evolving
ocean surface generated by a dynamical model incorporating
the relevant hydrodynamics (nonlinear interactions, wind and

1

1.

fD / iDfast
(©)

wavebreakmg) has been shown to produce simulated raf@r Simulated normalized HH Doppler spectra as a function of the
dimensional Doppler frequency&b/f‘ca“t at various stages of develop-

returns that capture characteristics that make low-grazing an&%t of the simulated wavefield evolution. Experimental data is plotted as
radar returns from the open ocean inconsistent with a Braggen circles. (a) 6 grazing. (b) 10 grazing. (c) 28 grazing.

only interpretation. The simulated range-time intensity plots at

very low-grazing angles reproduce the observed polarimetfiteé made up of short streaks. These differences become less
characteristics: relatively smooth power variations in V\istinct as the grazing angle is increased, both in the observed
very large variations in HH, usually arranged in bands whicdnd in the simulated RTI's. Time series of returned power
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could be simulated by appropriate cuts in the simulated RTI'®s]
It is clear from the low-grazing angle cases that the simulated
traces also exhibit the short bursts or spikes observed in tifg
series of field data and that they are much more prominent for
HH than for VV pol.

The “peak separation” observed in measured Doppler spggs;
tra (i.e., HH having a maximum at a higher frequency than

the

maximum for VV) is also reproduced by this model for

low-grazing angles. As grazing angle increases, the Bragg
contribution to the HH Doppler spectrum increase observed

in the data is also qualitatively reproduced in the simulation@0

, “TRW experiments at OEL-UC Santa Barbara—Part 4:
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