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Robust Adaptive Array Beamforming
for Cyclostationary Signals
Under Cycle Frequency Error

Ju-Hong Lee and Yung-Ting Lee

Abstract—This paper deals with the problem of robust adaptive and to discriminate against the interference and noise [2],
;ihr;a)gié)r]e:lmcf%lrgggﬁ;%rar%c|C:Etaatggf(i)f)é ;l%?;gfi-t hﬁwys epﬁg'éJe'tr']?gd [5]. In addition, many cyclostationarity-exploiting algorithms
in [6] have been shown to be effective in performing adaptive aVO"?' the need for training S_Igr_wals, the knowledge_of array
beamforming without requiring the direction vector of the desired manifold, and noise characteristics. Moreover, adaptive beam-
signal. However, these algorithms suffer from severe performance forming can suppress not only Gaussian but also non-Gaussian

degradation even if there is a small mismatch in the cycle ; i ; ; ;
frequency of the desired signal. In this paper. we first evaluate the interferers by utilizing the signal cyclostationarity. As a result,

performance of the SCORE algorithms in the presence of cycle adaptive beamforming utilizing signal cyclostationarity has
frequency error (CFE). An analytical formula is derived to show been widely considered. Recently, a class of spectral self-
the ?‘eh"t"r‘]’ior Otf. thf perfﬁrmanctﬁ de%radaltion due ftf(? .CFF- Bat‘ﬁeg coherent restoral (SCORE) algorithms has been presented in
on e theretcal el e then develop an efcent methad 1) ceat with he probiemof bin adaptive signal extacton.
adaptive beamforming against the CFE. Several simulation ex- When infinite time-averaging interval is available, it has been
amples for confirming the theoretical analysis and showing the shown in [6] that the solutions of the SCORE algorithms are
effectiveness of the proposed method are also presented. the same as that of the conventional approaches developed
Index Terms—Adaptive arrays, beamforming, cyclostationary based on maximizing the output signal-to-interference plus
signals. noise ratio (SINR) for adaptive beamforming. Tlpeiori
information that the SCORE algorithms require to work is

|. INTRODUCTION only the cycle frequencies of the desired signal. Hence, its

RRAYS of sensors such as radio antennas are usdp§iformance is sensitive to the accuracy of the presumed cycle
in the process of detecting the presence of the desirfkgauencies. However, the actgal F:ycle frequencies may not be

signal, estimating their directions of arrival (DOA) and othefnown very well in some applications due to for example the
parameters, and estimating the signal waveforms themselJdd€nomenon of Doppler shift. Therefore, it is worth evaluating
For conventional array beamforming, tipgiori information the performance of the SCORE algorithms in the presence
required for adapting the weights is either the direction & cycle frequency error (CFE) and developing techniques
arrival or the waveform of the desired signal [1]. For &0 solve the problem. Some previous work considering the
steered-beam adaptive beamformer, the adaptive weights @lated problem in direction finding has been reported in
calculated by minimizing the beamformer's output powdr]-[10]. A statistical analysis of the usual estimator of the
subject to the constraint that forces the array to make a const@yftle autocorrelation is included in [7] and [8]. This analysis
response at the steering direction. Hence, the performancesiepws the effects of cycle leakage through a sinc window
the beamformer is very sensitive to the accuracy of the steeritige to finite data samples. On the other hand, two approaches
vector. It has been shown that the mismatch between th@ve been presented by [9] for dealing with the direction-
direction vector of the desired signal and the steering vectinding problems due to CFE. The first one, called multicyclic
causes severe performance degradation even if a small nM§JSIC, uses a multicyclic correlation matrix to alleviate the
match arises. In practice, the problem of the mismatch possilpigrformance degradation due to CFE. However, it is observed
exists in many applications such as the application in mobileat this approach cannot tackle the problem effectively. The
communication systems. This leads to many restrictions on thiger one, called adaptive<yclic MUSIC, estimates the cycle
development of the conventional array beamforming. frequency by using the fast Fourier transform (FFT) frequency

A signal with cyclostationarity has the statistical property adstimator to compute the cyclic autocorrelation of the data
correlating with either a frequency-shift or complex-conjugaiteceived from a single sensor. The drawback of this approach
version of itself. By restoring this property at a known value d§ that huge memory is required for data storage to obtain satis-
frequency separation, it is possible to favor the desired sigriattory results. Variations of the adaptiweeyclic MUSIC are
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In the literature, two of the SCORE algorithms presenteahd
by [6], namely the least-square SCORE (LS-SCORE) and the R (o, 7) = (x(t +7/2)xT(t — 7/2)e 727t (4)

cross-SCORE algorithms have been extensively considered ivel here th ™ denotes th ‘ugat
[7]. In this paper, we first evaluate the performance of thefgspectively, where the superscrigif™ denotes the conjugate

two SCORE algorithms when the CFE regarding the desirggnst?oseb and]?"" the traJ:_r;_spose._ Nelxt, V\;e ?r;_efly c_itescrlbe
signal exists. Using the theory of Fourier transform, th@daptive beamiorming utilizing signai cyclostationarty.

problem formulation for each of these two SCORE algorithms .

under CFE is presented. This results in an analytical formufa The SCORE Algorithms

which demonstrates the behavior of the performance degraConsider adaptive beamforming using af-element an-

dation for these two SCORE algorithms. It is shown that thenna array excited by a signal of interest (SOl)jnterferers,

output SINR of an adaptive array beamformer using either thad spatially white noise. The received data vectét) is

LS-SCORE or the cross-SCORE algorithm deteriorates likettzen given by

sinc function as the number of data snapshots increases. Based J

on this theoretical result, an efficient method is developed to x(¢) = g(¢)a, + Z sj(t)a; +n(t) = s(tag +i(t)  (5)

alleviate the effect of CFE on array performance. Based on the

proposed method, the cycle frequency of the desired signal is

estimated according to an iterative procedure. This estimatdgeres(t) ands;(#) denotes the waveforms of the SOl and the

then used to form an appropriate reference signal and contfB] Interferer,a, anda; the aperture vectors of the SOI and

vector for these two SCORE algorithms. It is shown thdpeJth interferer, anch(t) the n0|s?{vector, respectively. The

adaptive array beamforming using the proposed method 3H@Y output is given by(t) = w"x(¢), wherew denotes

conjunction with the SCORE algorithms can effectively curl'® Weight vector. _

the problem of blind signal extraction in the presence of CFE.ASSUme thats(¢) is cyclostationary and has a cycle fre-
This paper is organized as follows. In Section I, we brieflueNncy«, buti(?) is not cyclostationary at and is temporally

describe the original LS-SCORE and cross-SCORE algorithiyidcorrelated withs(z). Based on the LS-SCORE algorithm of

presented by [6]. The performance analyses of these tifb @ cost function is defined as follows:

SCORE algorithms i_n_ the presence of CFE are presented Foo(w; ¢) = (Jy(t) — r(t)|Pr (6)

in Section Ill. An efficient method is then proposed to al-

leviate the performance degradation caused by the CFEWhere the reference signalt) is given by

Section V. Madification of the proposed method for reducing r(t) = cHx(t — r)ei2mot @)

the computational burden and storage requirement is presented

in Section V. Several computer simulation examples for coand (-)r denotes the average over the time inteféal7’]. ¢

firming the theoretical results and showing the effectiveneissa control vector and is fixed for the LS-SCORE algorithm.

of the proposed method are provided in Section VI. Finallff,he optimal weight vectotw;; minimizing (6) is given by

i=1

we conclude the paper in Section VII. — ﬁ;jfm(a) (8)
[I. ADAPTIVE BEAMFORMING where R, = (x()xH(t))r and f(e) = (x(t)r*(t))r
FOR CYCLOSTATIONARY SIGNALS are the sample autocorrelation matrix xft) and the cross-
_ . . correlation vector ofx(¢) and r(¢) computed over|0, 77,
A. Signal Cyclostationarity respectively. For any control vectar as long asca,; #

For a signals(t), its cyclic autocorrelation function and?0. it is shown in [6] that (8) converges to the solution

cyclic conjugate autocorrelation function are defined as e conventional adaptive array beamforming based on the
following infinite-time averages: maximum output SINR criterion whef approaches infinite.

. _jomat Due to the fact that(¢) contains the interference, the LS-
Ro(a, 7) = (s(t +7/2)s"(t = 7/2)e o (1) scorE algorithm converges slowly. To tackle this drawback,
and the Cross-SCORE algorithm is proposed by [6] based on
Ry (a, 7) = (s(t + 7/2)s(t — 7/2)e 727 (2) maximizing the correlation coefficient which is given by

7 6

respectively, where the superscript’ “denotes the complex 12 (w; ¢) = W Rgucf? (9)
conjugates(t) is then said to be cyclostationaryf,(c, 7) or FeAT (WHR,,w)(cH Ry,c)
R, (a, 7) does not equal zero at cycle frequeneyor some oret
time delayr. Many man-made communication signals exhibff€Wweeny(t) and »(t), where u(t) = x(t — 7)c’™ is
cyclostationarity with cycle frequency equal to the twice of thE'€ control signal. From the Cauchy—Schwartz inequality, the
carrier frequency or multiples of the baud rate or combinatio@®tima! weight and control vectors maximizing (9) are given
of these [3], [4]. by

Let the data vector received by an array beamformer be  w_ . = R Ryucop:. for a fixed copt (10)
designated as(¢). Then its cyclic autocorrelation matrix and
cyclic conjugate autocorrelation matrix are given by and

Roo(a, 7) = (x(t +7/2)x(t — 7/2)e™27 . (3) Copt = MRII R Wopt, for a fixed wey; (11)
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respectively, wherep; and 72 represent the normalizationUtilizing the property of Fourier transform, we obtain
constants. It has been shown [6] that w,; is also the . 1 AV

solution that maximizes the output SINR whéhis infinite. tor(f) = <T rect<T>e o >

Moreover, the simulation results presented in [6] show that _janft

the cross-SCORE algorithm possesses the advantage of faster * (x(t)x"(t = 7)e )oc®
convergence speed over the LS-SCORE algorithm, especially =SINC(fT) % rzr(f) (20)
in the presence of strong interference. However, the croggere
SCORE algorithm requires to solve a generalized eigenvalue

problem or to adapt the weight and control vectors simultane- SINC(fT) = sin(r fT) (21)
ously. Hence, it requires more computational complexity than (wfT)
the LS-SCORE algorithm. and “k” denotes the convolution operation. From (7) and (12),

the cross-correlation vector..(f) can be further expressed by

racr(f) = Raca; (f7 T)Ceijﬂ—f‘r

lll. PERFORMANCE ANALYSIS IN THE PRESENCE OFCFE

Here, the performances of the LS-SCORE and the cross- 7
SCORE algorithms in the presence of CFE are evaluated. We =kqR,(f, T)ag + Z kiR, (f, T)a; + k, (22)
only present the results using the cyclic autocorrelation matrix =1 ’

for (8) and (10), respectively. Based on the presented res
in this section, it is very straightforward to obtain the resul
using the cyclic conjugate autocorrelation matrix. From (3?
the cyclic autocorrelation matrix at an arbitrary frequenftcy
can be written as

ere ky = adHce*j”fT, k; = aJHce*jwff, and k,, =
o (f, T)ee™#™F7, By substituting (22) into (20) and using
16), the sample cross-correlation vectgs.(f) of (20) be-
comes

Roa(f, ) = (x(t+ 5 )x" (¢ = 3 )e7) B (f kd{z da(r) SINC((f — Oén,)T)}ad
J
=R,(f, Dagall + 3" R, (f. T)ajall 2 Kiles m(r) SING((S = )T}
j=1 frn
R.(f, 7) (12) + K % SINC(fT) (23)
where where 3; ,,,’s are the cycle frequencies of thgh cyclosta-

, , ' tionary interferer ang; ,,’s are the corresponding strengths.
R,(f, )= <s(t + 5)8* (t — 5)6’]27””> (13) Moreover, the interferers without cyclostationarity and noise
e e : > are contained irk,,,,. In fact, t...(f) also includes the cyclic
R, (f,7)= <3j (t + 5)5; (t - 5)67’2ﬂﬁ> (14)  cross correlations between the SOI and the interference, the
= SOl and noise, and the interference and noise. However, they
are negligible wher¥" is large enough. Equation (23) shows
R,.(f, 7) = <n(t+ %)nH (t - %)e—j%ﬂ> . (15) the effects of cycle leakage through a sinc window due to

_ finite data samples. These effects are also derived in [7] and
Due to the fact that the cyclic spectrum of a cyclostgg] by using a different manner.

tionary signal is discrete in the cycle frequency, the cyclic Next, let the presumed cycle frequency for the SOI be
autocorrelation function of the SOI can be written as denoted bya, which differs from the cycle frequenay; of
) = Z do(T)8(F — ) (16) the SOI by A, where Aa represents the amount of CFE.
Substitutingf = «; + A« into (23) yields

and

wherec,, denotes the cycle frequencies of the SOI dpgr)
the corresponding strengths @f,. Next, we can rewrite the

For(0g + Aa) = kd{(AaT)
sample cross-correlation vector of(¢) and »(¢) at f as

follows: + Z d S|NC Oén )} ay
. X 1 t X n
tor(f) = (X(E)7* () = <T rect<T>x(t)r (t)> #
[=9] + Z k {PJ m SINC( i,m )}aj
17) G,m
where + k,, % SINC((a + Aa)T) (24)
; 1 for T <t< r whered,, = a1 — o, + A andBj,m = — B m + A
rect< ) = ’ 2= = 2’ (18) Consider the case wheke and j3; ,,'s are well separated.
0, elsewhere. Using the fact that the value of SINET') is small enough

for large T, the effect of interference and noise is negligible
when A« = 0. Consequently, we note from (24) that,.(f)

£ (f) = <1 rect<£>x(t)xH(t — T)Cj27fft> c. (19) Iis almost proportional to the aperture vectgr On the other
T T s hand, whenAa # 0 due to the fact that SINQT) = 0

Substituting (7) into (17) yields
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whenT = T,, = (£n)/Aa, n = 1,2, ---, we note that when the time interval” approaches infinite, where denotes
t.-(f) is approximately equal té.d;(7) SINC(AaT)a, if “proportional to.” Expression (28) reveals that the matrix
T is far from 7,,. However, whenZ is close to7,, the product is a matrix with rank one it — x/2 = «; and a
effect due to the interference and noise is not negligibleull matrix if & — x/2 does not equal the cycle frequencies
Thus,t,..(f) is not proportional ta; any more. This leads to of the SOI and interferers. Whe¥ is finite, we note that
performance degradation for the LS-SCORE algorithm. Owirthe largest eigenvalue of the matrix product increases as
to T,, = (+n)/Ac«, we would expect that there exist periodick — /2 approachesy; and the dominance of the compo-
nulls in the curves of the output SINR versus the number aent (a¥ a,)|R, (& — £/2, 7)[>agal in (28) becomes more
snapshots for adaptive beamforming based on the LS-SCOS&gnificant. Hence, the matrix product is closer to a matrix
algorithm in the presence of CFE. with rank one as the time interval increases. On the other

Considering the performance analysis for the cross-SCOREnd, wheni — «/2 equals neitheky; nor any one of the
algorithm, we note from (10) and (11) that the only differenceycle frequencies of thd interferers, the matrix product is a
between the LS-SCORE and cross-SCORE algorithms is tinadtrix with rank ¢/ + 1) and its largest eigenvalue decreases
the cross-SCORE algorithm adapts the control veetdfrom as 1" increases.
(10), the factorR,.cop; Can be written as Based on the above observations, an estimation procedure

RoCopt = {Ruu(f, 7) e—jﬂ'f‘r}copt for finding an appropriate estimate of the cycle frequengy _

of the SOl whem data snapshots are sampled at the sampling

J . . . .
—TaRs(f, T)ag + Z R (f, Ta; +K, (25) mtgrr\éilegsuri 1s.ummarlzed as follows:

j=1 . :
when the number of data snapshots is infinite, whereStep 1) Let the robust interval be,(0) for performing
Fa = allegue™ ™7 Ty = allegue™ ™7 and k, = the estimation and the matrix of (26) com-
OPpL . 1 N J opL ) . . .
R.,(f, 7)copre—™/ ™. Comparing (22) and (25), we note that puted by using n data snapshots be desig-

they have the same form except that the control veetor nated as R..(&, n, 7, k). Use the first N,
data snapshots to compute the initial matrix of

of (22) is replaced by the control vectet,,, in order to N A

obtain (25). Hence, the performance degradation similar to Row(@, 1, 7, K)Ryy (&, m, 7, k), where N, >

that shown above for the LS-SCORE algorithm happens to L/(2r4(0)T;) and L is a preset positive integer.

the cross-SCORE algorithm when the CFE arises. SimulationSt€P 2) Set the incremeéi(n) of the frequency parameter
% equal toéx(0) = 1/(2N,T) when the number

results showing the performance degradation due to CFE are ' _
of data snapshots < N,. That is, the increment

presented in Section VI for confirmation. X

equals a constarnt/(2NyT;) for the first Ny data
samples. Otherwise, sék(n) = 1/(2nT;,) which
decreases as increases to improve the accuracy

IV. THE PROPOSEDMETHOD

A main property of a signal that exhibits cyclostationarity is of the estimation.
that spectrum lines are regenerated by quadratic nonlinearitieg;tep 3) Forn < N,, compute the largest eigenvalue of
only at discrete frequencies, as can be seen from (16). Based 27) for eachr taking the values starting from
on (24), both of the SINQAaT") and SING&,,T) approach —#(0) to #(0) with an incrementx(0), where
zero as?’ increases. Hence, the performance degradation for 7(0) = max{r(n)|mp(0)/6k(n)], #(0)} and
these two SCORE algorithms becomes more severe as the la] denotes the nearest integera. Forn > No, if
number of snapshots increases. To alleviate this difficulty, we |a(n—1)—a(n—2)| = |k s(n—1)—r (n—2)|/2 <
present an efficient method in conjunction with the SCORE 8r(n — 1), this shows that the obtained estimate is
algorithms as follows. _ _ very close to the true value. Hence, we compute

First, define a sample autocorrelation-related matrix of the the largest eigenvalue of (27) for eaehtaking
received data vectax(¢) as follows: the values starting fromil(n — 1) — 1/(2n7})] to

Reo(d, 7, 1) = (™ x(t)x" (t — 7)e ™72 (26) [&(n —1)+1/(2nT,)] with an incrementx(n) =

1/(2nT;). Instead of employing conventional
eigenvalue decomposition (EVD) directly for
computing the largest eigenvalues, we present

where « denotes a frequency parameter. Based on (26), we
further construct the following matrix product:

R, (&, 7, &)RE (&, 7, %) A an efficient approach for finding an appropriate
= (x(t)x (t — 7)e 2GR/ DY L x(t)xH (¢ — 1) approximate of the largest eigenvalue at each
emImlamn/Dn 27) to considerably reduce the required computational

complexity fromO(M?) to O(M?) as follows.

It is easy to show from (12) that (27) becomes
! Y W (12) 27 (3.1) Compute the average of the column vectors of

. Hn R}
R..(&, 7, k)RE (&, 7, ) R,.(&, n, 7, s)RI (a4, n, 7, x) as follows:
~ I{/ 2
X (adHad)‘RS (Oé - 57 T)‘ ada(ll{ gmax(na Ii)
J ! g
. I3 2 :_RmmaanaTaﬁRTT CA)é,TL,T,Ii
+ Z(ajHaj) st (a - 57 7_)‘ ajaJH (28) M ( ) ( )
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(3.2) Compute an appropriate approximate of thalgorithms, respectively, generates a rectangular spectrum with
largest eigenvalue at according to the Rayleigh width 24x(n) instead of a spectral line at each of the cycle
theory [8, pp. 216-217] as shown in (30) at thérequencies. Moreover, based on the proposed estimation
bottom of the page . procedure, the difference betweér{n) and the cycle fre-

Step 4) Find the highest value of the approximates &tiency «; of the SOI decreases as the increménin)
the |argest eigenva|ues obtained from Step 3 afigcreases. From (33), we further note that the mainlobe width

let the corresponding frequency parametetbe Of rect(f/(26r(n))) * SINC(ft) > 2ér(n). Accordingly, the

designated as: (n). dominance ofay in t,7(&(n)) becomes more significant as
Step 5) Compute the estimate of the cycle frequemcyps the number of the snapshots increases whier(n) is small
follows: a(n) = & — K p(n)/2. enough. Therefore, the approximation betwégrn&(»)) and

After obtaining the appropriate estimaién) for the cycle 2« 9ets better as the frequency incremén{n) decreases.
frequencya, of the SOI, we then construct the following newHience, the performance deterioration due to the CFE can be
reference and control signals for the LS-SCORE and Crodgduced as increases. As to the effect 6 /1) on (33), our
SCORE algorithms, respectively, in (31) below, whafe), ©*Perience shows that the enhancement dug(ii’) on the
i(n), and#(n) denote the signals ok(t), u(t), and 7(¢) interference and noise is nggl|g|bleﬁk(n) is small enough.
sampled at theith time instant. From (22) and the property Consider the determination of the robust intervgl0).

of Fourier transform, the cross-correlation vectorxgf) and Based on the theoretical results shown in Section Ill, we first
the new reference s,igna*(t) is given by use N, data snapshots to compute the following matrix:

f Al .
rai(f) = rect<m) *ron(f) B(f) = {Z x(n)xt (n)e 2T }
= f T) p &L n=/irb "
_kd{reCt< 25/‘6(”)) *RS(f’ )} ¢ . {Z X(n)xH(n)e—j%fnTs} (34)
n=1

J
+> kj{rect< f ) * Ry (f, T)}aj
=1 26r(n) and find the largest eigenvalues,..(f) of B(f) with re-
et f Xk (32) spect tof. Let 9(f) = )\ma'x(f)/Tr[B(f)], where T{B(f)]
—25ﬁ(n) n( denote_s the trace @(f). Flnglly, we choose an appropriate
_ ) . robust intervals; (0) from the interval of [& — 1|, min{|& —
Using the _results given by (24) a_nd (32), we obtain th<9|7 1/(N,T,)}], where and ¢ represent the values nearest
corresponding sa_\mple cross-correlation vecta(@j and7(t)  gnd next nearest t6, respectively, and maké(f) generate
from (32) by letting f = &(n) as follows: peaks. As to the value oF,, an appropriateV, leads to the
o f . result of |& — | < 1/(NyT5).
fur(a(m) =reci 5T ) KDl yac

V. MODIFICATION OF THE PROPOSEDMETHOD
:kd{dl(T)Q(AO‘T) + Z dn(T)Q(dnT)}ad Consider the computation load and the storage required by
n#l the proposed method presented in Section IV. We note that
+ Z ki{p;. m(T)Q(/}jmlT)}aj the matrix product shown by (27) must be recomputed from
im then data snapshots for eaehsince the frequency increment
- . rpn) 6k(n) varies asn increases. As a result, both the compuation
+ ki *Q<<Oé - >T> (33) load and the storage requirement increase: ascreases. To

alleviate this difficulty, we further modify the proposed method
where Aa = &(n) — a1, & = &(n) — an, B;m = as follows. First, the frequency incremefi(n) in Step 2 is
a(n) — By m, and Q(fT) = recl(f/(26r(n))) * SINC(fT). replaced by a fixed frequency incremeit Next, the largest
We note from (32) that utilizing the new reference and contreigenvalues of (27) are calculated for eachaking values
signals shown by (31) for the LS-SCORE and cross-SCORJEarting from—«;(0) to ;(0) with an increment in Step 3.

S\maX(TL? ’i) = égw(n, ’i)ﬁ'ww(f};{n7 T H)f{gﬁ(&’ n, 7, H)émax(na "5) (30)
gmax(na I‘J)gmax(n, Ii)

261(0) SINC(26k(0)n)cx(n — 7)e/2 8T - for n < N,
{ r(n) SINC(26k(n)n)cx(n — 7)e/2*4n s for n > N,
#(0) SINC(26(0)n)x(n — 7)ed2 4InTs  for n < N,
) = { 26r(n) SINC(26k(n)n)x(n — 1)/ 274 Ts = for n > N,

=1 2
(26 an
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Based on these modifications, the matrix product of (27) can r1(n) + Pér with an increment oféx according
be recursively computed as follows: to (36)—(38).

P AH Step 5) Find the highest value of the approximates of
Rao(@, n, 7, #)Ry (&, m, 7, 1) the largest eigenvalues obtained from Step 4 and
_ [(n— 1>f{m(& n—1, 7 8)+ lx(n)xH(n) let the corresponding frequency parameteibe

n ’ T n designated as:;(n).
XC—jQﬂ-(&—n/Q)nTS:| Step 6) ForNy < n < Np, where Ny = 1/(2P6xT5),
if |k2(n — 1) — ra(n — 2)|/2 < 6k which shows
< ) (@ — 1, 7, K) that the current estimate is very close to the true
1

value, then seks(n) = k2(n — 1) and go to Step
H 9. Otherwise, we repeat the similar process for
x(n)x™ (n)e=9(6= ”/2)"T} n < Ny as described from Steps 2-5 to find the
appropriate estimates(n).
) — 1,7 KR (6, n—1, 7, k) Step 7) Forn > Ny, if |ke(n — 1) — ke(n — 2)|/2 <

6x which shows that the obtained estimate is

-(%

. " sufficiently close to the true value, then sgfn) =
< )R =@ 0 =1, 7, m)x(n)x" (n) r2(n—1) and go to Step 9. Otherwise, we compute
% i2m(E—r/2nT, the largest eigenvalue of (27) for eaehtaking
"1 . the values starting from-r;(0) to «,(0) with an
+ < — )x(n)xH(n)Rfi}(&, n—1,7, k) incrementsx according to (36)—(38).

Step 8) Find the highest value of the approximates of
xe the largest eigenvalues obtained from Step 7 and
1 H H let the corresponding frequency parametetbe

= . 35 .
<n2>(x(n)x (n)x(n)x"(n)) (35) designated as(n).
Step 9) Compute the estimate of the cycle frequencys
follows: &(n) = & — ka(n)/2.

—j27(G—k/2)nT,

Using (35), we can compute the corresponding largest eigen-
value recursively as follows. First, let the vectprbe given
It can be seen that two loops are employed foK N

b
Y A A to save the required computing cost and the storage required
¥ = Rea(&, n, 7, £)RE(& 1, 7, £)&max(n — 1, ). (36)  for Ry.(&, n, 7, x). One including Steps 2 and 3 finds a
frequency parametek;(n). The other one including Steps

Then, set the corresponding largest eigenvalue equal to 4 4 5 improves the estimation accuracy by refining the

5\1113)((” k) =gl _(n—1,r)y (37) estimates; (n). An appropriate value foP used in Steps 2 and
e 4 is determined as follows. Consider the total computing cost
with the initial eigenvectog,,.x(0, ) = [1, 1, ---, 1]7/v/N. required by the modified estimation procedure. In Step 2, the

Finally, update the corresponding eigenvector according tonumber of the computations for finding the largest eigenvalues
is about2x,(0)/(Pék)+1, while the number required by Step

Bmax(n, K) = |§| ( 4 is about2P — 2. Hence, the total number is given by
Based on the above modifications, we present a modified 2rp(0) + 1
procedure for estimating the frequency parametas follows. Cost = Pk +2P -1
Procedure 2: 5(0)
Step 1) Let the robust interval bg (0) and the fixed fre- 2( Pér ) B
guency increment béx for performing the estima- -
tion. Use the firstV, data snapshots to compute the >2 <2 (0) ) -1 (39)
initial matrix of Ro.(&, n, 7, s)REZ (&, n, 7, k), 2

where N, > L/(2k;(0 )TS) and L is a preset

positive integer. Expression (39) reveals that the optimal value férwhich

Step 2) Forn < N, we compute the largest eigenvalugninimizes the required computing cost is given by
of (27) for eachx taking the values starting from
—ri3(0) 10 £, (0) with an incrementPéx according P x5(0)
to (36)—(38), whereP is a preset positive integer. - I
Forn > Ny, go to Step 6.

Step 3) Find the highest value of the approximates of After obtaining x2(n) as the estimate of the frequency
the largest eigenvalues obtained from Step 2 ampérametek, we again construct the new reference and control
let the corresponding frequency parametebe signals as shown by (31) for performing the LS-SCORE
designated as:4(n). and cross-SCORE algorithms. Moreover, the sample cross-

Step 4) Compute the largest eigenvalue of (27) for eacbrrelation vector and matrik,:(é(n)) and Rz (a(n)) re-

« taking the values starting from, (n) — Péx to quired by the LS-SCORE and cross-SCORE algorithms can

(40)
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also be computed recursively as follows:

bas(@(n) = " fas(dln — 1))+ x()i ()
=l s an— 1)
N 26k SINC(26kn T, ) =72 (&n)nTs g
-x(n)x"(n)c (41) E;
and °
Raa(a(n) = " Rea(dln — 1) + - x(n)i (n)

:”;1ﬁmmm_n)

n 261 SINC(26Kn T, )e 72 (@(n)nTs

100 200 300 400 500 600 700 800 900 IObO

Number of Snapshots

@

-x(n)xH (n). (42)

VI. COMPUTER SIMULATION EXAMPLES

In this section, several simulation examples performed on
a Pentium Pro-200 PC using MATLAB programming lan-
guage are presented for confirming the theoretical resultg
and showing the effectiveness of the proposed method. Fgr
all simulation examples, a uniform linear array (ULA) with &  ©
number of elementd/ = 21 and interelement spacing A\/2,
where A is the wavelength of the desired signal which is™ -
impinging on the array from % off broadside with cycle
frequencya; = 2 and SNR= 0 dB. Moreover, the desired -0}
signal is a binary phase shift keying (BPSK) signal with
rectangular pulse shape. The noise received by the array is s
spatially white. The sampling intervél; for obtaining data 0

Output

100 200 300 400 500 600 700 800 900 1000

snapshots is set to 0.2. The initial matri®s,. (0) andR.,,,(0) Nomber of Snapshots
are set tal0~°I, wherel denotes the identity matrix with size ®)

21 x 21. The vectorc in the LS-SCORE algorithm is fixed 15

toc = [1,1,---,1]%. The time delayr is set to zero for

simplicity. 10r

For finding the appropriate estimate ferafter receivingn
data snapshots by using the proposed estimation procedure, we
setNo and L equal to 250 and 5, respectively. The value ofg
ér is set to 0.002 when using the proposed method based gn
Procedure 2 and, hence, the optinkais given by 5 according "é
to (40). All the simulation results are obtained by averaging
50 independent runs with independent noise samples for each _j,
run.

Example 1: Here, two interferers with interference-to-noise ~ -ist
ratio (INR) = 3 dB and0 dB are impinging on the array from
30 and 40, respectively. Moreover, both of these interferers 2% 00 200 300 400 500 600 700 800 900 1000
are BPSK signals with r_ectangular pulse shape. The carrier Number of Snapshots
frequencies of these two interferers are 1.65 and 2.45, respec- ©)
tively. IV, is set to 50 and thusg,(0) = 0.05. Fig. 1 plots Fig. 1. The output SINR versus the number of snapshots for Example 1. (a)
the simulation results in terms of the output SINR versus tie= 2.0- (b) @ = 2.01. (c) & = 1.9873, -x-: the proposed method based on

b f snanshots for three different valuesiofamel LS-SCORE algonthr_n using Procedure %.-: the proposed method based on
number o p g . So0 . Y cross-SCORE algorithm using Procedure ;:-the proposed method based
& = 2.0,2.01, and1.9873. The simulation results of using theon LS-SCORE algorithm using Procedure 2;: the proposed method based
original LS-SCORE and cross-SCORE algorithms present@across-SCORE algorithm using Procedure 2, _: the original LS-SCORE
. . . . algorithm, - - -: the original cross-SCORE algorithm.
in [6] are also provided for comparison. From Fig. 1(a), we
observe that the proposed method based on Procedure 2 eantleffectively cure the performance degradation due the CFE.
the original SCORE algorithms provide almost the same arrdoreover, utilizing Procedure 2 provides better convergence
performance wherx = «;. However, the proposed methodspeed than utilizing Procedure 1 in this case.

w
T

&
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Fig. 2. The output SINR versus the number of snapshots for Example 2. fg. 3. The output SINR versus the number of snapshots for Example 3. (a)
& = 2.0. (b) & = 2.01. (c) & = 1.9873, -«-: the proposed method based ona = 2.0, (b) & = 2.01, (c) & = 1.9873, -x-: the proposed method based on
LS-SCORE algorithm using Procedure %.-: the proposed method based onL.S-SCORE algorithm using Procedure %,-: the proposed method based on
cross-SCORE algorithm using Procedure £;:-the proposed method basedcross-SCORE algorithm using Procedure -&;:-the proposed method based
on LS-SCORE algorithm using Procedure 2;:-the proposed method basedon LS-SCORE algorithm using Procedure 2;:-the proposed method based
on cross-SCORE algorithm using Procedure 2, : the original LS-SCORE  on cross-SCORE algorithm using Procedure2,__: the original LS-SCORE
algorithm, - - -: the original cross-SCORE algorithm. algorithm, - - -: the original cross-SCORE algorithm.

Example 2:In this case, the interferers impinging on theet to 200 and:;(0) = 0.05 in this case. Fig. 2 shows the
array are the same as those used in Example 1 except thaput SINR versus the number of snapshotsifer 2.0, 2.01,
they have INR equal to 13 and 15 dB, respectively. is and 1.9873. From Fig. 2, we note that although the original
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SCORE algorithms demonstrate better convergence rate f@ wW. A. Gardner, W. A. Brown, lll, and C.-K. Chen, “Spectral correla-

a; = &, the proposed method provides Satisfactory robust tion of modulated signals: Part ll—Digital modulationEEE Trans.
. . . Commun,. vol. COM-35, pp. 595-601, June 1987.

capability against the CFE. Moreover, in the presence of CFEs] w. A. Gardner,Cyclostationarity in Communications and Signal Pro-

Procedure 1 possesses faster convergence rate than Procedureessing. New York: IEEE Press, 1994.

2 in this high INR case [6] B. G. Agee, S. V. Schell, and W. A. Gardner, “Spectral self-coherence
. ’ . restoral: A new approach to blind adaptive signal extraction using

Example 3: This example is performed to show the effect  antenna arrays,Proc. IEEE,vol. 78, pp. 753767, Apr. 1990.
of reducing the ang|e separation between the desired sigrﬁ] S. V. Schell, “Performance analysis of the Cyclic MUSIC method of

: : direction estimation for cyclostationary signaldEEE Trans. Signal
and interference. The interferers used are the same as those Processingyol. 42, pp. 3043-3050, Nov. 1994.

used in Example 2 except that they are impinging on the arrag] s. v. Schell, “Asymptotic moments of estimated cyclic correlation
from 10.5 and 40, respectively. That is, the interferer with ~ matrices,”|EEE Trans. Signal Processingpl. 43, pp. 173-180, Jan.

. . .. L. 1995.
direction anglle 10:5is impinging on the array at the edge of [g) 5"V 'schell and W. A. Gardner, “Progress on signal-selective direction
the array mainlobe. Againy, is set to 200 and:;(0) = 0.05 finding,” in Proc. 5th Acoust. Speech, Signal Processing Workshop

for this example. The simulation results fér = 2.0,2.01, Spectrum Estimat. ModelingRochester, NY, Oct. 1990, pp. 144-148.

. . . . 10] T. E. Biedka and B. G. Agee, “Subinterval Cyclic MUSIC-robust DF
and1.9873 are depictted in Fig. 3. Again, we observe that th% with error in cycle frequency knowledge,” iroc. 25th Asilomar Conf.

array performances of utilizing the proposed method and the Signals, Syst., CompuPacific Grove, CA, pp. 262266, Nov. 1991.

. : o 411] S.-J. Yuand J.-H. Lee, “Adaptive array beamforming for cyclostationary
original SCORE algorithms are very similar to those shown it signals,” IEEE Trans. Antennas Propagaol. 44, pp. 943953, July

Example 2 as long as all of the interferers are impinging on 1996,

the array outside the array mainlobe. [12] D. W. Lewis, Matrix Theory. Singapore: World Scientific, 1991.
Finally, we see that the theoretical results presented in

Section 1l for performance analysis in the presence of CFE

are also confirmed by Figs. 1-3.
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VII. CONCLUSION
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