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Phase-Only Shaped Beam Synthesis via
Technique of Approximated Beam Addition

Gregory M. Kautz

Abstract—A new method for phase-only phased-array beam- variation [1], [14] despite the loss of half the number of
pattern synthesis is derived. The method is appropriate for the degrees of freedom.
synthesis of coverage patterns for satellite communications, where  ppa5e_only techniques have also been investigated in ap-
a minimax goal of maximizing the worst-case beamforming gain . . S S . -
to a set of service locations is desired. The new approach, called_pl'caFIons where nulllng |r.1 the SL region is des!red' UF'“Z'
the technique of approximated beam addition, is found to be com- ing first-order approximations for the beamforming weights
putationally attractive relative to conventional methods, yet offers exp(j#) ~ 1 + j6 and the pattern gain, a computationally

optimal performance. Included are a theoretical consideration of sjmple method was derived in [15] to produce nulls in the
optimality and simulation examples comparing the computational ;.o fions of SL interferers. A closed-form solution for a
complexity and convergence quality to that of proven techniques. . . L .
_ phase perturbation given in [16] can be used to shift a null
h'“dex Tle”g‘s—fera‘?“em hme”ljo‘gs‘ phased-array antennas, in the quiescent pattern to the direction of an interferer. The
phase-only beamforming, shaped beams. method assumes the use of arrays with symmetric amplitude
tapers. Haupt [17] considered the application of gradient-based
|. INTRODUCTION optimization methods for adjusting the beamforming phases

T HERE are compelling reasons for applying phased—arr%ﬁ’/ m_duula a comrlnon null Into e>;\|/|st|ng bearr;s use(lj_ m_con—f
technology to commercial satellite communications. Firs\f,entlona monopuilse processing. More recently, application o
grbq genetic algorithm to phase-only SL nulling was considered

customers. Second, satellite energy resources are eﬁicieH?Iﬁilg]' This rr|1ethod |sfwell'—swted forkthe cqmmonlscgnano
used in providing coverage to arbitrarily located ground sti/€re an analog beamforming network provides only discrete

tions. The ability to easily adjust the radiation pattern can lp@ase steps. Cr|t|ca_1I cases m_clude those where a considerably
utilized not only to direct energy to customer stations mofd9h degree of nulling is desired or where only a few phase
efficiently, but also to suppress energy in other directions spifter p|ts are available so thgt quantlgatlon error is a concern.
as to meet requirements on out-of-region transmission levels!n this paper, the synthesis .of qptlmal phase-o_nly beam-
The latter allows for the reuse of frequency bands for spatialftterns for arbitrary coverage is discussed. As this coverage
displaced customers. Synthesis techniques aimed at solvingfBfter is intended to serve multiple customer sites simulta-
the amplitude and phase distribution across the array aperfif@usly where each user is as important as the other, the
to realize the beamforming goals have been the subject3f@l in beampattern synthesis is to maximize the gain at
many papers [1]-[9]. the Worst-c_age statlop. We allow for SL constra}mts_ in the
A real implementation demands efficient use of onboaf@M ©Of minimum rejection levels for the application of
energy, requiring that the component amplifiers be driven wifffquency reuse or to accommodate a general specification
multiple signals toward device saturation. In line with thisOn spatial emissions. We effectively assume that the degree
phase-only beamforming applied to transmit is essential, @snulling in the SL region is not so severe as to preclude
amplitude weighting represents a real reduction in energy ai§¢hniques where the phase settings are computed as the
may require the addition of hardware for the removal of thauantized version of optimized continuous values. This is,
generated thermal energy. as stated, a constrained minimax formulation. Although the
There is considerably less published material in the ar6@mponent gain functions are smooth nonlinear functions, the
of phase-only synthesis of shaped beams. Straightforwéﬂiﬁimax cost function is poorly behaved. Nevertheless, robust
application of standard optimization strategies tend to dorifoplementations of the standard minimax optimization have
inate, as seen in [10]-[12]. An interesting technique bas8§en derived [19]-[23]. However, simulations have shown that
upon a statistical approach for the generation of low sidelofese approaches converge slowly in applications of interest
(SL) patterns appears in [13]. In general, phase-only methot8ere the arrays possess a rattaege number of elements.
perform surprisingly well in achieving arbitrary beamforming An alternative phase-only minimax formulation that proves
goals relative to those allowing for full-phase and amplitud® be both computationally efficient and offers optimal results
is developed and described herein. The technique, termed

the approach of approximated beam addition, is based upon

the array is easily reconfigured to meet the changing need
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With these definitions, the beamforming gain can now be
stated. Lets(¢) denote the transmitted signal from a single
element andus(t — 7) represent that which is received on

y
4 the ground, wherex models the transmission path and
X is a bulk time delay. Through judicious phasing at each of
Yl the N elements, the radiated energy can be tailored to the

spatial distribution of the customers. Assuming negligible

To service mutual coupling and employing the narrow-band and far-

|__—» location field assumptions, the signal received at a distant location
(0g..802 (fEL, Baz) is increased over that of a single element by

N
27
g(va Ty) = Z exp(—j T [Ta;xn + Ty?Jn])

n=1

. ge(Ta}a Ty) eXp(Jen) (1)

Here, 6, is the beamforming phase shift applied to the signal
at the nth sensor located afz,., y.). g.(Z%, Ty) is the
element factor for the service directionliispace coordinates
Fig. 1. Coordinate system. (I, T,), whereT}, = —cos fgL, sin 64z andT), = sin OgL.
Given that the antenna gain at a specified numi§grof

L i ground stations is of interest, define
approximations based in a workspace of ol complex

independent variables, whefd is the combined number of Gy, = 10 log; |W£ICJ"’|27 k=1,2,---,N. (2
worst-case ground stations and fraction of SL stations meeting

their corresponding constraint with equality. This contrastéherewy is thekth column of theV x V. matrix of steering
with the IV independent variables (phases) of the conventiongctors W, i.e.,

approach. Although there may be a large number of ground [W1e = wi(n)

stations, only a limited percentage are nearly worst case.

Thus, the optimization is performed ovet2independent real = ge(Ta(k), Ty (K))
variables where we generally havéf2<« N. . <_,. 2m T () + T ) 3
Following a description of the signal model with particu- FPA TN [Le(F)zn +Ty(R)yal ) ()

lar regard to the motivational example of coverage from _ U TR
geosatellite to the U.S. in Section I, a conventional quasi- e sympohc notatiore’ is intended to represent the x 1
Newton approach to phase-only minimax optimization is réj_nlt-gmphtude beamforming vector where theth row is
viewed in Section Ill. The proposed synthesis technique &FP(IOn)- . . .
approximated beam addition is described in Section IV an AS an example, consider a coverage region spanning the
evaluated, from a theoretical standpoint, in Section V. Sim Inited States from a geostatlo_nary orbit, as sh.own n F'g' 2.
lations in Section VI address both the computational savin re, N. = 207 service locations corresponding to major

and optimality of the proposed technique relative to that %t'les in all Tlhe 50 st?tes arfets:\?wn. As the e_artt_h comprlieT

the conventional method. Finally, concluding remarks af"y @ small percentage of fotal space, a six-imes spatia

offered in Section VII. With regard to notation, bold Ioweroversamphng (3 element spacing) was selected for use. The
' Pé}—éaoard phased array is composed /éf = 256 sensors

Case letiers represent column vectors, bold Upper case IEtarranged in a square grid and intended to offer communication
are matrices, and the superscrigi ™ denotes the conjugate ) ! _ _
P w U9 service overk, band. The desired gain profilgDESIRED

transpose operation.

k=1,2, .., N.is not uniform; rather, the effects of rainfall
are factored in to provide uniform coverage under worst-case
conditions.

Il. SIGNAL MODEL AND MOTIVATIONAL EXAMPLE As each customer is equally important, the beamforming

Appropriate to the intended application, the use of narrowtrategy is such that the smallest beamforming excess gain be
band signals at wavelengthis assumed. The reception pointgnaximized. Mathematically, one wishes to solve
on the earth are located in the far field of the satellite array. ] DESIRED
The array is composed o¥ identical antenna elements placed M Mo G — Gy k=12, N
on a planar array existing in a Ipcal—y plane as shown in subject to: GSL < GSLMAX 4=1,2,---, Ns. (4)
Fig. 1. Note, however, that the identical nature of elements
and their arrangement on a planar structure is not necessahere SL constraints have been added for the sake of gener-
for the validity of the results presented herein. As also shovatity. Here we define aV x Ngp, matrix of steering vectors
in the figure,fgr, and 8,7 are defined as the elevation andW>"" to the Ng;. constraint locations. A decibel standard is
azimuth angles, respectively, of a direction of interest relatiwssumed for proper translation of results. This applies in the
to the array. intended application where there is a constraint on the signal
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Bandler [25] derived the conditions for the minimax formula-
tion where no SL constraints were defined. Providing for these
additional constraints, a local solutiéi, must satisfy

M. Msy,

0=> MVeGir(0°)+ Y N"VeGZ“(8°) (6)
k=1 =1
M.

1= N ()
k=1

)\k,)\?LI{EO for k < M., ¢ < Mg, (8)
=0 fork> M, £> M.

M, is the number of active converted constraints whilgy, is

the number of active SL inequality constraints.and A5 are

the Lagrange multipliers associated with the converted and SL
constraints, respectively. The above conditions are written for
the case where the constraint indices are reordered so that the
first M. ground station gains and the firdfg;, SL inequality
constraints are active. Provided the above conditions are met,
0° is a local solution if appropriate second-order conditions
are satisfied [19], [24].

Fig. 2. Satellite view of coverage area8/4° in azimuth;+6° in elevation. ~ AS needed for comparative purposes later and for use in
optimization algorithms, the gradient and Hessian of itie

level at the input to the power amplifiers. Thus, the amplitud€§ound-station excess gain are, respectively
of the multiple customer signals are individually scaled prior DESIRED
to combining at the amplifier input. Ve{Gr — Gy t

= V10 logy, [w) |’

= 20(log;g €) Im{ (e_j(awk)/(w,}:’ejo)*} 9)

[ll. CONVENTIONAL QUASI-NEWTON SYNTHESIS TECHNIQUE

The most general solution approach to (4) involves the
application of readily available tools derived specifically for
the minimax structurg, wherg the independe.n.t variables are the je _ diag{ejel’ LI ejeN} (10)
sensor phases. In this section, the generalities of an accepted
method for solving (4) are discussed. Appropriate optimality,q
conditions are derived so that by comparison, the optimality
of the technique of Section IV may be addressed. Vevg“{Gk _ GEESIRED}

Although the expression for the excess gain at a ground sta- , -
tion is differentiable, the minimax cost function is a composite = 20(log;o ¢)Ve ImT{ (™ Cwi)/(wi ') }
function that is not differentiable. A proven method of solution ) ) T 2
[19], [21], [23] is to convert (4) to the nonlinear constrained = 20(logy C)RE{(C_]QWk) (G_JQWk) /[(W}:’@]e) } }

optimization structure ) .
in —20(log, €) Rje{diag{e_]@wk}/(wfeje)”}. (11)
(v, 6} 7
subject to: GPESIRED _ G, < k=12 -, N, Note that rt]he grf’;\d?lentfand Hessian expressions for a SL
SL SL MAX constraint have similar forms.

G <Gl £=1,2 - Ns. (3 “qpis “conventional” method is applied to a limited set of
wherev is an introduced dummy variable. Successful gradiertroblems in the simulation section. There are, however, a few
based solution methods employ active-set strategies [2§§neral comments that are of note. With regard to the general
[21] for iteratively solving locally quadratic functions basegroblem containing nonlinear constraints, computational com-
upon updated estimates of constraints that are active. Tlexity varies on the order a2, as found in [19] and [21].
active constraints correspond to those ground stations whig@lne variation with respect to th& independent variables is
at that stage, share the worst-case descriptor status. THos as well defined. Simulations have shown that the general
technigue forms the basis of the minimax optimization withiminimax problem converges slowly, relative to, for example, a
MATLAB’s Optimization Toolbox [23]. more well-behaved least-squares cost function. This suggests

A set of phased® = 68° is known to locally solve a con- that a pipelined optimization structure is most effective, where
strained problem by the satisfaction of the Kuhn—Tucker comtermediate optimization techniques refine the phases that
ditions [19], [24], essentially first (for necessity) and secon@e used as initial conditions for the final computationally
order (sufficiency) derivative conditions of the Lagrangiarexpensive minimax optimization [26].
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IV. TECHNIQUE OF APPROXIMATED BEAM ADDITION 6(¢) = é6r(f) + jér(£) is decoupled from all other pairs via

To motivate the technique of approximated beam additioffte orthonormality ofD. , o
suppose that the phase and amplitude of the beamforming €"haps the simplest choice f¢{-} is the normalization
weights could be freely varied. Let there Bé combined CPeration computed as
worst-case stations and active SL constrainfs£ M.+ Msr) i i 4 [Dé],,
with associated steering vectors loaded as columns into the e = |c7%: + [Dé]n|"

N x M matrix Wj,. The complex voltage gains. at these

stations, with initially unit-magnitude beamforming weights\lthough other similar techniques were examined, it was
are then determined that this simple normalization operation provided

' a highly efficient approach yielding satisfactory performance.
gL = (Wi, k=12, ---, M. (12)  An efficient optimization implementation requires an ex-
) i pression for the gradient of the excess gains. Defires the
Now suppose that :[he beamforming weights are perturbed Ry vector of independent variables having the form
an increment: € C%, in general changing the unit-amplitude

17)

nature of the weights. Furthermore, consider the increment or
decomposed to the form d= ol (18)
I
z=Wyzy + Wiz (13)

The component gradient with respect to the real-valded
where the columns oW , are any basis for the subspacéequires the evaluation of

orthogonal to that spanned by the columns Wf,,. The 9 DESIRED
modified station complex gaing, k=1, 2, ---, M become m{Gk -Gy }
g;g = [Wf\{/[ (Cje + Worzn + WLZL)]k = 20(10g10 e) Re{ Hl & Wl{{ pT: 9 ejel} (19)
J
=gp + [(WAH4WA4)ZA4]k, k=1,2,---, M. (14) o Wy, € r(m)
This implies that tanost efficientlyperturb the gain at a single 9 {Gk _ GEESIRED}

stationk, one should add a component of the steering vector 96;(m)

associated with ground statignto the weight vector. When ) 1 " o

M stations are considered, the weight vector increment should = 20(10810 ©) Re{ wHoio Wk 967(m) } (20)
lie in the subspace spanned by the associdtédsteering *

vectors. As the station gains and entries of the steering vect&¥3e can show

are complex numbers, the optimization involves/ 2real- g o _ . e
valued parameters. In general, the unit-amplitude requirement 96 r(m) @ =je @ m{Dn 2w} (21)
of the beamforming weights will not allow an increment a 0 e
completely limited to theM-dimensional subspace. As a a6,0m) © ¢ @ Re{Dy, Jw} (22)

result, the goal is to find a means of adjusting the beamformin%§ ] _ o o
weights to effect a precise change along the desired subspBgre ®/< imply element-wise multiplication/divisionp.,,
R{W 5} with minimal impact along the orthogonal subspac@f?rs to themth column of D, andw are the prenormalized
R{W_}. Mathematically stated, the form of the iteratedv€ights

estimate becomes w = ¢® + DS. (23)

/® = f(e® + Db) (15)  After substituting and repeating for aik, one finds that the

where the columns of th&/ x M.g orthonormal matrixD gradient with respect td can be expressed as

form a basis for theeffective subspace as spanned by the Vi{Gy — GEESIRED}
columns ofWy,, § = 6r+jb; are the2M g independent real Im{D@(ulT) }T
variables to determine, anfl-) is a yet unspecified function — 20(log,, ©)
to approximate the addition of beamforming components. 10 R ’ D@ ’ 1T T
Given thatUSV# is the singular value decomposition of e{ (w )}
‘W, D may be selected as the fitgf.x columns ofU, where . Im{ ( Hl '0)* e‘J@wk} (24)
wi el

[Sli1 = -+ > [Slaemeee 2 07 * [Slir > [Slmree+1) (Mo +1)

> > [Sluwm (16) wherel represents an appropriately sized vector of ones. The
expression for the gradients of any SL constraint have the

for some appropriate thresholg-, e.g., 1% o = 0.01. The same general form.

orthonormal matrixD is employed as opposed to tihée x M The algorithm is realized as an iterative scheme with a

matrix W, for two reasons. First, the dimensionality of the&onventional minimax optimization technique at its core. At

optimization procedure is reduced(s < M), thus reducing the beginning of each stage, the list of perceived active main-

the computational complexity. Second, a real/imaginary paobe/SL stations are updated. Here, stations whose associated
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beamforming gains that are “sufficiently” close to the worst-agrange multipliers along with a relation involving the gra-
case mainlobe station or the stated SL constraint specificatitient of the minimax composite functions. The application of
are labeled as active. Threshold values that enable/disabl&uln—Tucker to the two optimization strategies is done so at a
station’s activity may also consider their status in the previoeg@mmon operating point. The “current” beamforming phases
stage. As the active list is updated, the matrix of steeririgr the competing strategies afle= #° so that the techniques
vectorsW, is updated accordingly. The orthonormal matrixiave the same set of active worst-case ground stations. Thus,
D is computed as the principal components of an eigenvectore only needs to consider the functional gradients as in
decomposition oW ,; as described in the paragraph surround6). Assume, for simplicity, that there are no additional SL
ing (16). Usually, a small number (1-3) of steering vectornstraints. From (6) and (9), the operating peifff satisfies
are added or deleted between stages, so the use of an effidiemtfirst-order necessary conditions for a local solution if
method of updatind® without the full recomputation of an M
eigenvector decomposition is recommended. At this point, Z Mg Im %e—j®°wk —0. (25)
any standard (minimax) optimization technique is applied to 1 (erﬂ’o)
solve for the vectqr O.f s_callng coefficients The se_lectlon sing (24), the corresponding relation for the approximate
of convergence criteria is made to result in rapid overa:ﬂ e . .

. ; . eam-addition technique is
convergence. The process is chosen to insure that adjustments

to the list of active stations to provide accelerated optimization Im{DZ(w17) }"
progress is not performed too hastily such that the added — | .................
complexity of updatingD becomes significant. Re{D@(w"lT)}T
General comments relative to the efficiency of this technique M 1 -
can be asserted; verification was addressed through exhaustive . Z Ak Im{ T e F i@ wk} =0. (26)
simulation. Note that instead of one optimization wiith k=1 (wilei®)

independent variables as obtained in the conventional approggh inspection, if an operating poind® is optimal so that

of Section Ill, the above strategy relies upon the solution @fs5) is satisfied, then (26) is satisfied. This shows that a
2M working variables, wherel is the combined number e Iocal solution appears as a solution for the approximated
of worst-case ground stations and active SL constraints. Tfgam addition technique. However, it is also desired that no
reduced variable workspace will affect both computation timgjse solution could exist in the proposed technique. This is
and memory requirements as the sizes of the componggfidated by showing that (26) is only satisfied when (25) is
gradients and the Hessian scale with the number of ifjye. Consider the terminal point in the approximated beam-
dependent variablesd typically increases throughout theaqgition optimization where we must hajé < . Using the

procedure so that the most computationally intensive portig@finition of the weightso in (23), one finds
of the optimization problem exists at the end. As with the

U.S. coverage of Fig. 2, the intended application involves D@(w’1%) %D@(GjeolT) =c/9'D. (27)
an array with alarge number of array elements providing
service to an area defined ligwer discrete locations. Thus,
a savings in both computational complexity and workin
memory requirements is anticipated.

Now consider the sum-term in (26) which precisely matches
ﬁm left-hand side of (25). Observe that in a general sense and
ot necessarily & = 6°, it lies in a 2V/-dimensional subspace

V. ANALYSIS OF APPROXIMATED BEAM ADDITION TECHNIQUE k=1

The technique of approximated beam addition as outlined in c R{ [RE{CJ'@WM}; Im{e"@WM}} }
Section IV provides an efficient means of solving for phase-
only beamforming weights as a result of operating in an aptly i —j® N
chosen reduced-dimensional workspace. As ther&gpbases €R RE{G D}'Im{e D} CRrT(28)

to evaluate but only &/ < N working variables at a given where R denotes the range of the indicated matrix. Note

stage., the optimality pf the.|terated estlmaFe is opwously nat R{D} is only approximately equivalent t®R{W }
question. However, simulations presented in Section VI wi .
one follows the suggested method of selecting only the

. . C
shqw that the new technlque_arrlves at a true chal solutlon,Fg:\rs(,)mment spectral components 8y, for D. With (27)
validated by the post application of the conventional technigtie™ . : : )

X o L . .In mind, the desired result is proven: a set of phagés
of Section Ill. To resolve this issue, a theoretical investigation

; . o Lo . satisfies the first-order Kuhn—Tucker necessary conditions for
addressing the subject of optimality is included in this sectlo[he proposed method if and only if the respective conditions
To address the optimality of the beam-addition techniqu]%r the conventional technique are satisfied

one must apply the Kuhn-Tucker conditions. The conven- : . - .

: : . The operation of the approximated beam-addition technique

tional method of Section Il is employed as a reference, so | .. . : . )
N . iS clarified by observing the first-order term in the Taylor series

that optimality for an estimate generated from the beam

addition technique is validated if the same conditions applexpansmn of (17). Incorporating the gradient expressions of

Recall from Section Il that the necessary conditions f r21) and '(,22)’ gne obtains '
optimality include both specifications on the values of the I =t 4 %Dé— %eﬂ@D*é* + o(6, 67). (29)
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Fig. 4. CONUS minimax optimization timeline—standard method.

Fig. 3. Geometry of effects of first-order terms.

A geometrical view showing the significance of the two first-
order terms for the arbitranjtth sensor weight is shown in
Fig. 3. Essentially, the terné provides the desired move-
ment in the complex plane while the tere/2®D*§* insures,

to first order, that the iterated point stays on the unit circle.
The desired modification of the worst-case station gain froms
D6 is realized at the expense of an equi-energy perturbatior§1 0
from ¢/2®2D*§*. This perturbation vector lies in the range
space ofe’2@D*. As the optimization proceeds, the phades ‘
become scattered over [OxRyielding a perturbation vector 3

not cleanly projected onto the ground-station steering vectors -os; : n s 2 P m -
of interest. As a result, the energy of the second term is spread Flop Count (GFlops)

randomly and somewhat uniformly over all space.
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Fig. 5. CONUS optimization timeline—approximated beam-addition
method.

VI. COMPUTER SIMULATIONS

Two experiments addressing the optimality and compu- MATLAB’s minimax algorithm [23] was employed for
tational efficiency of the proposed synthesis technique bbth optimization methods; applied directly for the standard
approximated beam addition are considered in this sectionethod of Section Ill and used as a core utility within the
Experiment 1 represents the intended application to phaséethnique of Section IV. The initial element phases input to
array phase-only beampattern synthesis for satellite commuthie optimization were derived using a technique similar to
cation. Here the computational efficiency of the approximatedat found in [27] to provide a best-fit rectangular beam
beam-addition technique, relative to the standard method,eiscompassing the region of interest. Over the course of the
addressed. Experiment 2 represents a more detailed examina- optimization procedures, the iterated deficit at the worst-
tion of optimality and complexity in the comparison of thecase station was tabulated versus the number of floating point
two synthesis techniques. Monte Carlo trials are employed dperations. For the case of the conventional optimization
the empirical comparison to develop statistics on the executiprocedure, the results are presented in Fig. 4. Employing
times as well as to examine the range and relative quality thie method of Section IV with the same initial conditions,
local solutions. the optimization performance timeline shown in Fig. 5 was

Experiment 1: This experiment represents the intended apbtained.
plication to satellite communication wheré = 256 isotropic Confirming the initial expectations, only 37 of the 207
sensors are placed on a square grid dfspacing. The array stations were considered “worst-case” at the end so that
is affixed to a satellite in a geostationary orbit. The desirdde last stage involved an optimization overx 37 = 74
coverage pattern consists 8f = 207 city locations in all the variables. This is significantly fewer than the moderately sized
50 states (refer to Fig. 2). The desired gain profile was sug2bB6-element array, which was the number of optimization
to accommodate worst-case rain levels. variables for the conventional method. The replacement of
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a single large optimization problem with a succession of ss : ; . ; .
smaller optimizations ultimately led to a reduction in both
computational complexity and memory needs. The consider- °f
able reduction in computational time is apparent by comparing Solution Gain: 33.11 dB:
the results in Figs. 4 and 5. o
The new technique iterated to a better solution—namelys
0.728-dB excess gain above specifications as compared é’)
the conventional method where only a 0.343-dB excess wa§7s-
obtained. Note that a 0.4-dB savings is significant to the appli£
cation of satellite communications. Although this result cannot2 7
be expected in every case, one can conclude that the twe
methods can iterate to different local minima with the same
initial conditions. These different solutions may offer widely
varying performance levels. Although a detailed examination
of the N-dimensional solution space was not attempted, the 55 : : : : s ;

Standard Method

65 Method of Approximated Beam Addition

6+

- . . w ” 295 30 305 31 315 32 325 33 335
application of a simulated annealing “wrapper” around the Milestone (dB)

opt|m|;at|on algorlthm would be effective in attaining the be%ig. 6. Computation time to milestone for>8 8 array. Shown are 50 and
operating configuration. 90% empirical confidence regions.

The shape of the optimization timelines in Figs. 4 and 5
are typical of those seen in exhaustive application of the .
two competing algorithms. Regions of rapid convergence are
interlaced with pockets of slowed convergence. To guarantee sr
convergence to a true local solution, it was determined that
the stopping criteria had to be set very finely in order to ®F
recognize a slight grade in the surface at the expense ot
an increased computational complexity. In some cases, thig ’
resulted in substantial decreases in the functional value.

Experiment 2: In the second experiment, optimality, global
convergence, and the relative complexity of the techniqu
of approximated beam addition is addressed through Mont
Carlo simulation. Here, 500 trials were performed with ran- 65¢
dom initial beamforming phases. During each trial the two
techniques were applied and the computation time to various
(gain) milestones were recorded.

T T T T T T

‘Solution Gain: 36.97 dB:

Standard Method

751

1(0D( Flops to M

7r 4

L

Method of Approximated Beam Addition

6

I L L

) X B . 55 .
To insure that each trial iterated to a true local solution, * 82 38 34 35 36 87 38

Milestone (dB)
a scheme with optimization restarts was adopted. Individ-

ual optimizations were deemed convergent if the iterati\g%%;ém;ﬁ?aﬁuctﬁme“ggg troegi"(')'ﬁ:.m”e for 2010 array. Shown are 50 and
enhancement in the worst-case gain fell below a modest
0.001-dB threshold. The elemental phases were then perturbed
about their iterated value over the intervall0® and used  Figs. 6 and 7 show the amount of computation to reach
as inputs to a restarted optimization. The algorithms wefe various gain-milestones for the two competing techniques.
restarted until two successive optimizations yielded a worsgbserve that the base-ten logarithm of the complexity in
case station gain not significantly better than the current b8ATLAB floating operations (flops) is plotted. The mean
case. This strategy was found to be effective in guardifigne to milestone is shown by the solid line, while the error
against the inefficiencies associated with the algorithm stallilgrs indicate the 50th and 90th percentile confidence regions.
on a plateau. However, th&10° randomization factor was Although the shapes of the timelines are similar, there is a
found to be sufficiently small so as not to abort iteration tdramatic computational improvement using the new method.
the local, perhaps nonglobal, solution. Examination of the averaged timelines show that the com-
Two array configurations were used to provide a comparispfexity associated with the technique of approximated beam
in the complexity of the two optimization methodologies. Imddition relative to the number of array elements is approx-
the first simulation, an 8x 8 square array of\/2-spaced imately linear, i.e., by the factor (100/64)The complexity
elements was employed with 25 defined service locatiofactor associated with the conventional method is more dra-
randomly placed in the regiori—0.15 < 7, < —0.15, matic and is approximately (100/64).
—0.1 < T, < 0.1). The second scenario involved a 10 The surface containing the multiple local solutions was
10 array with the same elemental spacing. To provide tkemewhat probed by storing statistics on the converged so-
same perceived distribution of service locations, the regidution. Table | shows the distribution of solution gains of the
containing the 25(7x, Ty) service locations was simply 500 converged trials for the 8 8 and 10x 10 array scenarios
compressed by the factor 8/10 along both dimensions. involving the conventional optimization method. Note that
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TABLE | [8] J. E. Richie and H. N. Kritikos, “Beamforming for direct broadcast
DisTRIBUTION OF CONVERGED WORST-CASE STATION GAIN FOR EXPERIMENT 2 satellite phased array antennas,”|EEE Antennas Propagat. Soc. Int.
Symp. Dig.,June 1986, pp. 181-184.
8 x 8 array 10 x 10 array [9] S. H. Colodny and R. L. Crane, “Active-array antenna beam shaping
Bin center (dB) | 18.8 19.0 19.4 331|227 229 233 36.9 370 for direct broadcast satellites and other applicatiorRCA Rev. vol.
(0.1 dB width) 46, pp. 376-392, Sept. 1992.
Number of 4 15 5 476 6 8 10 L 475 [10] R. C. Voges and J. K. Butler, “Phase optimization of antenna array
occurrences gain with constrained amplitude excitationlEEE Trans. Antennas

Propagat.,vol. AP-20, pp. 432—-436, July 1972.
L . . .. [11] R. Giusto and P. De Vincenti, “Phase-only optimization for the genera-
application of the first-order Kuhn—Tucker conditions verified ~ tion of wide deterministic nulls in the radiation pattern of phased arrays,”

that all converged estimates were indeed local solutions, |EEE Trans. Antennas Propagatol. AP-31, pp. 814-817, Sept. 1983.

. . 12] K. Hirasawa, “The application of a biquadratic programming method
Inspection of the results show that approximately 95% of the to phase-only optimization of antenna arraylfEE Trans. Antennas

independent trials with purely random initial phases iterated Propagat.,vol. 36, pp. 1545-1550, Nov. 1988. _ N
to the gIobaI solution. [13] J. F. DeFord and O. P. Gandhi, “Phase-only synthesis of minimum peak
sidelobe patterns for linear and planar array&§EE Trans. Antennas
Propagat.,vol. 36, pp. 191-201, Feb. 1988.
[14] R.F. E. Guy, “A synthesis technique for array antennas of general shape
with various aperture constraints,” th Inst. Elect. Eng. Int. Conf.
VII. CoNcLUSIONS Antennas Propagat. (ICAP) #248Varwick, U.K., 1985, pp. 35-39.
A method of minimax phase-only beamforming synthesié5] H. Steyskal, “Simple method for pattern nulling by phase perturbation,”

. IEEE Trans. Antennas Propagatiol. AP-31, pp. 163-166, Jan. 1983.
was presented. It was shown to be more CompUtat'ona“Dé] S. Lundgren and J. Sanford, “A new technique for phase only nulling

efficient and require less working memory than the stan- with equispaced arrays,” itEEE AP-S Symp. DigJune 1995, vol. 1,

i i imali pp. 447-450.
dard approach in problems of interest. The optimality of t 7] R. L. Haupt, “Adaptive nulling in monopulse antennatfEE Trans.

technique was verified theoretically via application of th Antennas Propagatvol. 36, pp. 202-208, Feb. 1988.
Kuhn—Tucker optimality conditions and empirically througH18] , “Phase-only adaptive nulling with a genetic algorithrtEEE
Monte Carlo simulation Trans. Antennas Propagawpl. 45, pp. 1009-1015, June 1997.
g : ] ) o _[19] P.E.Gill, W. Murray, and M. H. WrightPractical Optimization. New
The technique allows for iteration within a subspace’ tf York: Academic, 1981. _
spanned by a set of steering vectors associated with the wokl P- E. Gill, W. Murray, M. A. Saunders, and M. H. Wright, “Procedures

h . . . . for optimization problems with a mixture of bounds and general linear
case service locations. Although the dimensionality of the constraints, ’ACM Trans. Math. Softwarevol. 10, no. 3, pp. 282-298,

subspace is typically much less than it was shown that there Sept. 1984.

- : : ] P. E. Gill, W. Murray, and M. H. WrightNumerical Linear Algebra
are sufficient degr_ees of _freedom to allow_effectlve_ adjustme[ﬁf‘ and Optimization. Reading, MA: Addison-Wesley. 1991, vol. 1.
of the beamforming gain at these stations of interest. As] R.K.Brayton, S. W. Director, G. D. Hachtel, and L. M. Vidigal, “A new
the sizes of variables computed within the gradient-based algorithm for statistical circuit design based on quasi-Newton methods

2o i ; d function splitting, 1EEE Trans. Circuits Systvol. 26, pp. 784-794,
optimization procedure scale with the number of variables, ggpt.ugg}%rf spitting rans. Lireults Systval. 26, pp

a reduction in both storage and computation are realized wit3] A. GraceOptimization Toolbox User’s Guide.Natick, MA: The Math-

Works, 1990.
the new technlque 4] D. G. Luenbergeri.inear and Nonlinear Programming.Reading, MA:

[2
Although all simulations presented here were without de- ~ addison-Wesley, 1984. N '
fined SL constraints, such problems were analyzed. An exal#p] J. W. Bandler, “Conditions for a minimax optimum/EEE Trans.

L . . P — Circuit Theory vol. 18, pp. 476-479, July 1971.
ple of which is point-to-point communication where OptiMIZap,e; F. w. Wheeler, “Techniques for phase-only phased array pattern syn-

tion is needed to reduce the emission over spatially-adjacent thesis,” Internal Memo, GE Corp. R&D Ctr., 1995.

user cells to meet cochannel interference specifications. It wag B:- L. Cleaveland and S. R. Carpenter, A phased array with variable
beam width using a simple phase distribution,” patent disclosure 35-

determined that a feasible solution shotibt be obtained EL-1838, Mar. 1993.
with either an auxiliary optimization technique or an alternati@8] A. Chakraborty, B. N. Das, and G. S. Sanyal, “Determination of phase
version of the beam-addition technique designed solely to functions for a desired one-dimensional pattetEEE Trans. Antennas
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