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Abstract—In a recent work, the iterative forward—backward must be considered and, therefore, more powerful numerical
(FB) method has been proposed to solve the magnetic field in- methods become necessary. Given that the usual approach
tegral equation (MFIE) for smooth one-dimensional (1-D) rough 4, the random ocean surface problem is a Monte Carlo
surfaces. This method has proved to be very efficient, converging _. L . . .
in a very small number of iterations. Nevertheless, this solution simulation in which the scatte”.ng _statlstlcs are genergted over
becomes unstable when some obstacle, like a ship or a larged large number of surface realizations, the computational cost
breaking wave, is included in the original problem. In this paper, becomes even more critical.
we propose a new method: the generalized forward—backward  Different methods have been developed in recent years in
(GFB) method to solve such kinds of complex problems. The qar tg reduce the number of computer operations required to
approach is formulated for the electric field integral equation . .

(EFIE), which is solved using a hybrid combination of the analyze the roggh—surface s_cat.termg problem via the method
conventional FB method and the method of moments (MoM), Of moments. Itis worth mentioning, among others, the banded
the latter of which is only applied over a small region around the matrix iterative approach/canonical grid (BMIA/CG method
obstacle. The GFB method is shown to provide accurate results [3]—[9], based on splitting the field/surface current interaction
while maintaining the efficiency and fast convergence of the 4 near-field and nonnear-field components; the solution is
conventional FB method. Some numerical results demonstrate the . - . . . ) .
efficiency and accuracy of the new method even for low-grazing Obt_alned bY Itera_tlvely Inve_rtlng the bar_1ded _near-fleld mter-
angle scattering problems. action matrix, while correcting the solution with the far-field
interaction. The nonnear-field interactions are expanded into
a canonical grid, which is a horizontal surface in this case,
so that the fast Fourier transform (FFT) can be applied. In a
very recent work [10], the method has been also extended to
. INTRODUCTION treat scattering from one-dimensional (1-D) dielectric random

HE electromagnetic (EM) scattering from rough surfacé@ugh surfaces at near-grazing angles.

such as ocean-like surfaces has been extensively treate@ more general iterative solution based on a multigrid
in the literature. A recent review can be found in a special issdecomposition and the generalized conjugate residual (GCR)
about this topic [1]. Most recent advances have been focugggthod, has been presented in [11]. This solution is not as
on the direct numerical simulation of the scattering problergfficient as BMIA/CG, but it is considerably faster than a direct
Numerical techniques based on integral equation formulatiop@ution and besides has the important benefit of a significant
such as the well-known method of moments (MoM) [2] aréeduction in storage requirements.
apparently some of the few sufficiently accurate and robustRecently, a new and powerful iterative numerical technique
methods for low-grazing-angle scattering problems and ha%alled the forward—backward (FB) method has been proposed
played an increasingly important role. by Holliday et al. [12], [13] for solving the magnetic field

Effects such as multiple scattering, shadowing, and diffratitegral equation (MFIE), which describes the current induced
tion, which are very difficult to model analytically, becomedn a perfect electrically conducting (PEC) surface. A similar
more important as the incidence angle approaches the gra@ﬁ)@roaCh called the method of ordered multiple interactions
limit. Furthermore, low-grazing angles require that a largOMI) has been simultaneously proposed by Kapp and
region of the sea surface needs to be taken into accoupfown [14]. Both of them are based on splitting the current at
which means that a large number of surface unknow¥$ €ach point into two components: theward contribution due

to the incident field and the radiation of the current elements
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Fig. 1. A scattering obstacle on an ocean-like surface illuminated by a
low-angle incident field.

few iterations, which makes them computationally effective. B
The operational count i©®(N?) (of order N?) and, thus, the n-th receiving

. X . i Forward element Backward
simulation of quite large surfaces becomes possible, even for directio\nlww\’\p)\/.\jirection
low-grazing angles of incidence. :

s
In a recent paper [15], the MOMI method has been per-
formed with the inclusion of a curvature term in the diagonal

of the kernel matrix, in order to properly represent the prop- n-thforward  n-th backward
agator matrix. This helps to eliminate the undesired sampling reglon region
sensitivity effect. In [16], the FB method is generalized to the ()

scattering from imperfect conductors with dielectric constanfiy. 2. (a) Ocean-like surface illuminated by a TNE,) polarized
near that of sea water at 1 GHz. Finally, in [17], a nové]ear—rg‘;_razinglincident field. (b) Forward and backward regions fornitne
algorithm has been proposed which greatly accelerates the rE%tc ng point
method based on the spectral representation of the Green’s
function. The computational cost and storage requirements & found in Section V. In the rest of the paper, the fields
reduced toO(N). It is noted that the acceleration techniquénd the currents will be assumed to have a time-harmonic
may also be applied to the generalized method introducedd@pendence of the forré”*, which will be suppressed from
this paper, as discussed later. the field expressions. The radian frequencywisand ;. and

A hybrid approach has been presented in [18] where theare the permeability and wavenumber, respectively, of the
scattering from water waves of differing degrees of breakifgedium above the rough surface (generally assumed to be
is numerically examined by combining the MoM and th&ee space).
geometrical theory of diffraction (GTD). The technique is
implemented using impedance-surface boundary conditionslto THE CONVENTIONAL FORWARD-BACKWARD METHOD FOR
handle scattering media of finite conductivity such as sea THE TWO-DIMENSIONAL EFIE SCATTERING PROBLEM

water. o The MFIE for a two-dimensional (2-D) scattering problem
In this paper, we present a generalization of the FB methgdgjing with a 1-D rough surface and its solution by the FB
which allows us to study the scattering from composite sUiiethod has been presented in [13]. Here we are concerned
faces that can include one or more large arbitrarily shap@gn the solution of the EFIE in a similar way. The application
obstacles (like a ship or a large rogue breaking wave) @f the FB method combined with the EFIE has already been
the ocean surface, as shown in Fig. 1. The conventional GBne in [17], where a new approach based on the spectral
method is not expected to exhibit convergent behavior f@gpresentation of the Green’s function accelerates the compu-
such problems. The new approach, called the generalizgflon of the forward and backward matrix—vector products.
forward—backward (GFB) method, is based on a combinatigi this section, the formulation of the FB method is briefly
of the conventional FB method with the MoM, where theeviewed, starting with the EFIE followed by a discretization
MoM is only applied to the region close to the obstaclgyrocess using the MoM to establish the corresponding matrix
The solution is found through an iterative procedure baseguations which will be solved in an iterative way.
on the same general concepts as the FB method, but witiConsider a 1-D ocean-like surface depicted in Fig. 2(a).
some significant differences. The computational cost of tiie sea water is modeled here as a PEC material, so there
GFB method is similar to the FB solution. It only includes afs no penetration into the sea surfageThe permittivity and
additional cost associated with the direct MoM solution of gonductive lossiness of sea water at microwave frequencies
small region containing the obstacle and nearby sea surfage very high, so the PEC model is expected to be very
The GFB method is very useful for predicting and studying theccurate for radar scattering problems. This is especially true
EM scattering from targets in the presence of a rough surfa¢er low-grazing angles. The method may also be applied to
This paper is organized as follows. The conventional Fihpenetrable material surfaces without loss of generality.
formulation for the solution of the electric field integral The horizontal and vertical coordinates of the parametric
equation (EFIE) is presented in Section Il. Section Il developsirface of Fig. 2(a) are, respectively(¢) and z(¢), both
the generalization of the previous method which leads fonctions of the path lengtd on the surface. For such a
the new GFB iterative solution. Some numerical results aserface, illuminated by a TME,) polarized incident field,
presented in Section IV and a summary and conclusions dhe EFIE can be obtained by imposing the tangential electric
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field boundary condition on the PEC surfage Using (6) and (7), (2) can now be split into forward-
propagation and backward-propagation matrix equations, re-

—25 [ J) HEP(Mp—p))df =—E(p) (1) spectively, as follows:
S
4 =5 —r o =f ¢ o
where E*(p) is the incident field at a poinp € S, J(p) Z-U=vV-Zz - -(I'+I" 8
is the induced current, anﬂ{((f)(lﬂp — p'|) is the second- 7 =_7" (If + ). 9)

kind Hankel function with order zero [2]. The currefitp’)
radiates in free-space and generates the scattered fields. Hage, (8) has been assumed by definition to describe the
equation is to be solved through discretization by using therward-propagation, so (9) then follows from (2), (6), and (7)
MoM. Although the surfaces' extends from minus infinity to and describes the backward propagation. It can be seen that for
infinity in =, the incident field is considered to be tapered s® givennth matching point located at,,, the right-hand side
that the illuminated rough surface and, thus, the integration (RHS) of (8) contains the incident field and the contribution
(1) can be confined to a finite region of length of the current elements located in the front of this receiving
For our purposes, we will apply the most simple formulatioslement, which corresponds to theh forward region in
of the MoM using a set ofV pulse-basis functions and point-Fig. 2(b). Likewise, the RHS of (9) contains the influence
matching weighting at the center of each current element [2f the current elements in the rear of the receiving element,
Typically, about ten pulse basis functions per wavelength age it represents theth backward region contribution as in
used. After the discretization process, (1) is transformed infiy. 2(b). From this it is clear thahe MoM current elements

a matrix equation must be numbered sequentially as a function of increasing x in
7=V 2 the FB methodi.e.,
The elements of the impedance matf#ixare given by #(Pn-1) <x(pn) < 2(Pnt1)- (10)
_erl] 2y %)}Ag m=n Equations (8) and (9) can be solved iteratively, where the
Zon =N @ ‘ (3) currents in theith stage of the algorithn{7/-(), 1*) are
T4 HO (k|pm - pn|)A£ m 7& n obtained as
where~ is the Euler constant 0.577 2168/ is the width of N T INE Y TO W SIS S,
the pulse basis and, is the position vector of theth pulse- (% +% ) I = Vj Z I (11)
basis center. Matrixliis a column vector that contains the (ZS + Zb) L) — _Zb N0 (12)
unknown coefficientd = {I,, | n = 1,..., N} that are used -
to approximate the current The algorithm starts witl*(®) = 0. It must be noticed that
N the matrices involved in this iterative process do not need to be
J(p') =~ Z I.P.(p") (4) factorized or inverted because + 7’ is a lower triangular
. =3 =b . . .
n=1 matrix andZ + Z is an upper triangular matrix; so, (11)

where P, (') denotes the unit pulse-basis function centeréif'd (12) can be solved fdf’(z_) and I*(*) by forward and

at p,,. The column vectol elements are given by minus thadackward substitution, resp(_ectlvely. The convergence has been

incident field at the matching points shown to be extremely rapid for moderately rough surfaces,

‘ generally requiring fewer than ten iterations. However, it

Vi =—E"(pn). (5) should be noted that the algorithm may become unstable

. . for re-entrant surfaces, i.e., for surfaces whef@, 1) <

For brevity, the EXpressions .have been developed only_ fa?(pn) for one or more pointg,,. This violates the sequential

the TM (E,) polarization. Similar equations can be easily,mper requirement of (10). The GFB method developed next

derlve.d for the T,E polar|zat|.on. Ngvertheless, the FB, mgth% ercomes this limitation for the case of one or more arbitrarily
that will be described below is applicable to both polarlzatlonghaped scattering obstacles on the surface

The FB method will be formulated using the matrix notation
of (2), instead of the integral equation (1). First, consider the
following decomposition applied over the matrices involved !ll. THE GENERALIZED FORWARD-BACKWARD METHOD

in (2) Consider now the composite problem depicted in the Fig. 3,

I=IF4P ©6) where one or more PEC obstacles (like a ship or large rogue

o _p = = breaking wave) are included in the surface contsurFor

=7 +Z +Z (7) this kind of problem the conventional FB method does not

= . . exhibit convergent behavior, because the presence of the

vyhere] is the forward compongnt (!.e., the current C.omr.'bu'bstacle highly disturbs the propagation process assumed by
tlbor_1 due o the waves propagating in the forwa_lrd _dlrectlon&e conventional FB method. There are strong interactions
1" is the backward <_:0m_ponent (or curreht co_ntnbtﬁgnﬂue Ketween the obstacle and the nearby ocean-like surface, and
the waves propagating in the backward direction), ZhdZ ",  within the obstacle itself, all of which may not be taken into
andZ are, respectively, the lower triangular part, the diagonatcount with the conventional formulation involved in the
part (self impedance terms), and the upper triangular patt of standard FB method.
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Source The solution of (17) and (18) differs Erom (11) and (12)
Y, because neitheZ” + Z’? nor Z” + Z"’ are triangular
- matrices. Nevertheless, the equations can also be easily solved
Region 1 Region 3

by combining forward or backward substitution together with
the direct factorization of the square block af’ whose
dimension depends only on the number of current elements
in Region 2, namely the ship and nearby sea (see Fig. 3).
A description of the solution procedure can be found in the
Appendix. Qualitatively, the solution proceeds as follows. For
each iteratiori:

1) find I/ over Region 1 using the forward propagation
principle;

Fig. 3. Composite problem and matrix decomposition in the GFB method. 2) direct solve forI® over Region 2 using the fields

radiated by the Region 1 currents plus the incident field

In order to overcome this drawback, the GFB method is @S excitation; _ _
presented in this paper. The GFB method consists of a gen3) find —_Tf’(z) over Region 3 by the forward propagation
eralization of the conventional FB approach which enhances  Principle; _ _
the scope of application of the previous method to composite?) find I over Region 3 by the backward propagation
scattering problems as the one depicted in Fig. 3. This method  Principle; o _ _ .
is based on the same general concepts previously stated for the) direct solve forfb’(z)_ over Region 2 using the fields
FB method, but includes some significant differences mainly  radiated by the Region 3 currents; _
in the decomposition of the matri€ that will be detailed  ©) findZ** over Region 1 using the backward propagation
next. For the sake of simplicity, the GFB formulation will be principle.
presented for a simple problem consisting of a sea surfacelhe computational cost of the GFB method is practically
containing only one obstacle (see Fig. 3); the extension of tiie same as the conventional FB method. It only has the
formulation to several obstacles is obvious as will be seen latgglditional computational cost of factorizing the square block

Again starting with (2), which has been obtained from (19f Z*?, which corresponds to the MoM matrix of Region 2.
after the MoM discretization process. In the same way as doNevertheless, due to the limited size of this block matrix, its
in the FB method, the current is expressed as the sum of té@storization can be performed once and stored, thus reducing
contributions forward and backward the computational work in subsequent iterations and for other
excitations. So, it can be concluded that the GFB method has a
computational cost ab(V?) per iteration as in the FB method
[17]. The storage requirement 3(NV) to store the iterated
currents as in the FB method with the additional storage of

Zz-7.77. 7" (14) @ square matrix of sizé/ x M, where M is the number
of current elements included in the MoM region (Region
where theZ ? matrix is the diagonal part of with an addi- 2 in Fig. 3). Generally,M < N but the O(M?) matrix
tional block including the impedance submatrix correspondirggorage requirement may be comparable todiéV) storage
to the ship and nearby sea region (Region 2 in Fig. 3); whitd the currents. It is noted that tite(\V) storage requirement

719 and 7% are, respectively, the lower triangular part an@ssumes that the fulf matrix is not stored, so it is necessary

the upper triangular part of but excluding the matrixz ®. 1o recompute the matrix elements at each iteration (except for
as illustrated in Fig. 3. With this decomposition, matgx® the inner MoM matrix associated with Region 2). However,

contains both the self (diagonal) terms and the interactiont(lille simple closed form O,f the matrix elements allqws them
the whole obstacle and nearby sea region together. to be computed very quickly, and the number of iterations
Then, the original system is transformed in a similar way &3 Usually very small (typically less than ten). Finally, it is

in the conventional FB method, yielding the following matriX'0t€d that the new spectral technique introduced in [17] for
accelerating the FB method may likewise be used to accelerate

=+ (13)

but now the impedance matrix is split in a different way

equations: . ) o
the GFB method with some minor modifications.
Z°. ¢ =v -7 (I (15)
70 _Fh (I 4+ 1) (16) IV. NUMERICAL RESULTS
- o In this section, results are presented to validate the con-
which can be iteratively solved faf(2 and 1> as vergence and accuracy of the new GFB method and to
=0 20 o) o 309 o) investigate some of the effects of a random rough surface
(Z " +z7) - "W =V-z"-1I" (17) on the backscatter pattern of a target on the surface. In the
(Z7 + jbg) @ — _F R (18) following, the sea surfaces are randomly generated using a

- Pierson—Moskowitz wave model for a given wind speed [19].
starting with 7%(© = 0 in (17). The excitation antenna is a linear array of 15 equally spaced



PINO et al. FORWARD-BACKWARD METHOD FOR ANALYZING SCATTERING ON OCEAN-LIKE ROUGH SURFACES 965

0.0003 T T T v
90
0dB- 60 -
0B
20dBo. T\ 30 MoM region
-30dB i ey I
z(m) 40dBy,
50 == 0.0002 |  Ship region ]
40 Source [PEEER—
30 | Source radiation pattern )
20 position e £
2 4
10 E
0 L L L L I n N
0 20 40 60 80 100 120 140 160 180 200 X(m) 0.0001 |
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Fig. 5. Magnitude of the currents as a functiorfofa) The moment method. 1g-6 . . ‘ . . . . .
(b) The GFB method (tenth iteration). 0 2 4 6 8 10 12 14 16 18

Number of iterations

electric line sources with a cosine aperture weighting functiofig. 7. Residual and absolute errors versus the number of iterations.
This source array produces amain beam with low sidelobes.

(Low sidelobes are important so that the sea surface neatrents is shown in the Fig. 6. After only ten iterations, the
the source is not strongly illuminated). The polarization isaximum difference in the currents is on the order of 40
horizontal, as in the derivation for the TM EFIE earlier. mA/m.

Fig. 4 shows the source location and pattern function rela-The residual error is used for monitoring the convergence
tive to a PEC ship-like target on a PEC rough sea surface. Fgdrthe GFB in terms of the number of iterations. The residual
this example, the sea surface is 204.8 m in length, the wiagror vector after théth iteration is defined as
speed is 15 m/s, and the wavelength is 1 m. The wave height A v _ 7. 10 (19)
for a wind speed of 15 m/s is about 3 m, which corresponds )
to Sea State 5 of the World Meteorological OrganizatioBy substituting (17) and (18) in (19), the residual error vector
(WMO). The source is 10 m high on the extreme left andan be evaluated in a more efficient way as
points horizontally. The MoM region shown within the dashed @) _ 39 o) )
vertical lines contains the ship and 5 m of sea surface on either ™=z [I -1 ] (20)
side. For validating the new method with this example, thehe residual error is defined as
current obtained with GFB is compared with the solution given H =(3) H
by MoM applied to the whole surface in Fig. 5, as a function residual error= ~— (21)
of £. For the GFB results, the MoM region is within the outer
dashed vertical lines, and the ship is within the inner dashadhere ||7*|| denotes the vector norm. The residual error of
lines. Ten iterations are used. The difference between the tthe GFB for this example is shown in Fig. 7; it decreases
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Fig. 8. Geometry for backscatter patterns. Wind speed is 15 m/s for Surfaces

#1 and #2, and 7 m/s for Surface #3. The ship is the same in all three cases, 9. Comparison between the backscattered field of a ship on a rough

surface (Surface #1) and on a flat surface. A reference solution for an infinite
flat surface found using MoM and image theory is also included.
exponentially with the number of iterations. The residual error

of the FB method has also been plotted and as for reasons -10
explained in Section Ill, the FB method generally cannot
achieve a convergent solution when an obstacle is present in
the sea surface. Fig. 7 also plots the absolute error of the GFB ;|
method, defined by

-20

[ 19 = Iniom|| “l

_ 22
| 4niom | (22)

absolute error= .
-50
wherelyov is the MoM reference solution for the currents. It
is seen that the absolute error also falls exponentially, but aft : :
about 14 iterations it levels out. This is often a characteristic® 70 - Surface #1 with ship
of iterative methods in general and is caused by the finite | | - ---- Surface #2 with ship
numerical precision of the computer. To judge convergence of oy T Surface #1 without ship
the solution, the residual error is a very good indicator and is g

easy to compute at each iteration using (20) and (21). Halting 0 5 10 15 20 25 30 %40

-60

c%cattered field in dBV/m

the algorithm when the residual error reaches aboaf® 1y 0 (deg)

3 . .
10 Ylelds_ very_ accurate scatterlpg resglt_s. For this exampl-%g. 10. Comparison between the backscattered field for Surfaces #1 and #2
6-10 iterations is found to be quite sufficient. with the ship. The backscattering from surface #1 without the ship is also

To investigate the scattering behavior of a ship on a rougltted.
surface, the geometry of Fig. 8 is considered. The ship and

thefsour_ce4%rge 6the sarg(tahas In Fig. 4’tht the Iengtr_\ of Ithe e very close agreement between the image theory result and
surtace 1S -0 M and the source antenna moves in e eva?r%'rGFB result for the finite flat surface show that end-point
erf?ects are negligible, and further validates the GFB method

pattern (i.e., the pattern of the scattered field at the sourfce . )
position as a function of elevation angle). The antenna bean) scattering problems. The figure also shows that the rough
points directly at the ship and the source starts at a height%’fncace greatly affects the backscatter pattern compared with

10 m above the surface. The wavelength is again 1 m. Thr%eﬂ‘f"t surface. )
different randomly generated sea surfaces are shown in th&19- 10 shows the backscatter patterns for the ship on the

figure. Surfaces #1 and #2 are at a wind speed of 15 m/s 4§ rough surfaces depicted in Fig. 8. It is seen that the
Surface #3 is at 7 m/s. The wave height is 1.4 m for winpatterns are significantly different for these two surfaces that
speed 7 m/s, which corresponds to Sea State 4 of the wMtgve the same roughness scale, although it could be argued
It is noted that the ship remains upright and does not roll withat the patterns are at about the same average level. The
the waves in the results that follow. backscatter due to Surface #1 without the ship is also plotted
Fig. 9 shows the backscatter patterns for the ship on Surfdeehow the level of the background clutter for this wind speed.
#1 and for the ship on a finite flat surface of the same lengfie clutter level computed here is quite low, but it should be
for comparison. Also shown is a reference MoM solution famentioned that this ocean model does not include the effects of
the ship on an infinite flat surface found using image theorgreaking waves that generally dominate the backscatter return
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The numerical results show that different random ocean
'900 5 0 . 2 e 20 s 40 surfaces greatly affect the backscatter patterns of a ship-like
target, although the patterns tend to have about the same
average level. It is difficult to make any further conclusions
Fig. 11. Comparison between the backscattered field for a ship on Surfatethis point about how the wind speed affects the backscatter
#1 and on a randomly generated surface with wind speedm/s. patterns. One would expect, for example, that higher wind
speeds (and, therefore, larger roughness scales) would cause a
from the ocean in the absence of a ship. In fact, the cluti@rger variance in the backscatter. A more thorough statistical
level is due almost entirely to direct reflection of the downwarithvestigation is necessary, which is beyond the scope of this
pointing low-sidelobe beams. However, as noted earlier, thaper. The purpose of the GFB method introduced here is to
GFB method could be used to analyze an isolated breakiptpvide a numerical tool for studying this class of scattering
wave in the presence of an otherwise smoothly varying oceproblems; the Monte Carlo simulations will be considered in
surface simply by replacing the ship geometry with that @f future submission.
the wave.
Fig. 11 shows the backscatter patterns for the ship on Sur-
face #1 and on a randomly generated surface with wind speed
7 m/s. Again, the patterns are significantly different although In this Appendix, a description of the procedure used
they are at about the same average level. Furthermore, thé® 7solve (17) and (18) is presented |t must be pointed
m/s result does not appear any closer to the flat surface result that neitherZ’ + Zf nor 279 + Z are triangular
of Fig. 9 than the 15 m/s result, even though the roughnesaitrices; nevertheless, these equations can be easily solved
scale is smaller. Any further conclusions about these resulig combining forward or backward substitution together with
requires a more thorough statistical study, which is beyomide direct factorization of a square-block submatrix whose

6 (deg)

APPENDIX

the goals of this paper. dimension is just the extent of the MoM region. For brevity,
we will explain only the resolution of (17) which concerns the
V. DISCUSSION AND CONCLUSIONS matrix Z* + Z’*. Equation (18) can be solved in a similar

In this paper, we have presented a new computatioysfy.
algorithm, the GFB method, which enhances the scope ofEquation (17) has the general form
application of the conventional FB method to composite _ B
2-D scattering problems consisting of a randomly varying A-z=b (23)
smooth ocean-like surface with abrupt target obstacles present
like ships, rogue waves, etc. The new approach has beenered = 7™/ + 7' z = I0), andb = V — 2’7 .61,
shown to provide very accurate results and maintains thHsa“quasr’ lower tnangular matrix as depicted in Fig. 12. In
same fast convergence (usually in less than ten iterations) ander to solve these equations in an efficient way, the matrices
O(N?) computational cost associated with the conventional, z, andb of (23) are subdivided into blocks as shown in
FB solution. The storage requirementi$ N +M?), whereM  Fig. 12. Thus (23) can be expressed in terms of the blocks
is the number of basis functions used in the small MoM regicxs follows:
around the target. Nevertheless, thEN?) computational - -
cost makes the method inefficient for very large surfaces. In (Ail + ]1{1)
order to overcome this limitation, the GFB could be combined
with modern integral equation acceleration algorithms such _ _ s —f
as the asymptotic fast multipole method [20] or the novel Ay - T+ Ago - To 4 (Agg + Ag) T3 =03 (26)
spectral acceleration method [17], which could reduce the
computational cost t@(XN). The improvement of the GFB  The solution is then obtained as follows.
method, combining it with novel acceleration algorithms, will 1) Equation (24) is a lower triangular matrix, $¢ can be
be addressed in a future submission. easily obtained by forward substitution.

=b (24)
Agy - Ty + Agg - Tg = by (25)

al
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2) Oncez; is has been calculated; can be obtained from [14]
(25) by the direct solution of
- - [15]
AQQ - .fg = (bg — Agl - .’f’l). (27)
. = [16]
LU decomposition may be used so thdf, needs to
be factorized only once for a given Region 2 geometry.
The factorized matrix may then be saved for subsequéhf!
iterations and for other excitations.
3) Finally, oncez; andz. have been calculateds can be
obtained from (26) again by forward substitution from

(18]

(Ass + A:{g) T3 =by— Az T — Az -T2 (28) el
=5 =f . . (20]
becaused,; + A3, is a lower triangular matrix.
A similar procedure is applied for the solution of (18).
The only difference is that in this case we will define upper
triangular component matrices that can be solved by back

substitution.
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