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Letters

Coplanar Waveguide-Fed Circularly Polarized
Microstrip Antenna

|
Chih-Yu Huang and Kin-Lu Wong 45°
1

Abstract—Design of a square microstrip antenna for obtaining circular o i
polarization (CP) radiation using a coplanar waveguide (CPW) feed is pre- | "3 _|I\‘ %
sented. This CP design is achieved by insetting a slit to the boundary of the vl ¢
square microstrip patch, which makes possible the splitting of the domi- T Tl \ N
nant resonant mode into two near-degenerate orthogonal modes for CP ra- w

diation and introducing an inclined slot in the CPW feed line for coupling CPW feed line

the electromagnetic (EM) energy of the CPW to the square patch. Good £z radiating patch
impedance matching for CP operation can be obtained by adjusting the in- substrate : /

clined slot length and the tuning-stub length of the CPW feed line. Typical q
experimental results are presented and discussed. s : ﬂ_l__,,x

ground plane

Index Terms—Circular polarization, coplanar waveguides, microstrip
antenna. Fig. 1. Geometry of a CPW-fed circularly polarized microstrip antenna.

|. INTRODUCTION

The coplanar waveguide (CPW)-fed microstrip antenna, similar to
an aperture-coupled microstrip antenna, couples the electromagnetic
(EM) energy from the feed line to the radiating patch through a cou-
pling slot and, moreover, has a simplified structure with only two met-
allization levels. The microstrip antenna with a CPW feed also makes
easier the integration of active devices and allows the realization of se-
ries as well as shunt connections on one side of the substrate avoiding
via hole connections. Several related designs of CPW-fed microstrip
antennas with different coupling slots have also been studied; such as
the case W'th_ capacm\{ely and inductively COPP"”G slots [1]{3] a”‘_‘ ﬁg. 2. Measured return loss against frequency for the proposed antenna with
rectangular-ring coupling slot [4]. These designs, however, are maigly— 4.4, » = 1.6 mm, S = 6.37 mm,G = 0.5 mm,L = 32 mm, L, = 22
on linearly polarized radiation, and available designs for circularly peim, A = 30 mm,¢ = 2.5 mm, W = 0.5 mm, ground-plane size 120 mm
larized CPW-fed microstrip antennas are very scant in the open litey120 mm.
ature. In this letter, a circular polarization (CP) design of a CPW-fed
m_ncros_tnp a”‘_e””"’.‘ IS de_monstrateq. A. square m_lcrostrlp patch W'tkilaaparallel to the diagonal of the square radiating patch. The open-cir-
slit [5] is used in this design and an inclined coupling slot is introduced : . ; ) -

; ) L ; . .Cuited stub of the CPW feed line serves as a tuning stub for fine-tuning
in the CPW feed line for the excitation of the circularly polarized mi;,_ . : .

. ) . . . - the impedance matching of the proposed antenna. It is found that when
crostrip antenna. Details of the design considerations and expenme%al . . X

. € tuning-stub lengtliL,) is adjusted to be about 0.25 wavelength
results are presented and discussed. ] - . .
of the guided wave in the substrate, good impedance matching for the

proposed design can be achieved. The square radiating patch has a side
Il. ANTENNA DESIGN AND EXPERIMENTAL RESULTS length A and a narrow slit of length and width#V is inserted at the

Fig. 1 shows the proposed circularly polarized microstrip antenkgundary of the microstrip patch. Due to the slit perturbation, the equiv-
excited using a CPW feed line. The substrate used was a 1.6-mm-tHi&nt excitedi-directed patch surface current path is lengthened, with
substrate with a dielectric constantof = 4.4. The CPW, designed the one in thgj-direction very slightly affected, which makes possible
to be with a 502 characteristic impedance, has a signal strip (centie SPlitting of the dominant resonant mode of the square microstrip
conductor) of widthS and a gapG between the signal strip and the@ntenna into two near-degenerate orthogonal modes for CP radiation
coplanar ground. The 50-characteristic impedance can be obtained®l- For the proposed design shown in Fig. 1, left-hand CP radiation
from simulation software Linecalc, by selecting proper value$ahd ~ €an be generated. Conversely, right-hand CP radiation can be obtained
G. Aninclined coupling slot of lengti and widthG is introduced in - When the inclined coupling slot is oriented to theaxis with a 135

the CPW feed line with a 45inclination angle to thg-axis and is inclination angle. . _

The proposed antenna was implemented. Typical measured return
lossis shownin Fig. 2. In this case, the patch's side length was chosen to
be 30 mm and the length and width of the inserted slit were 2.5 mm and

Manuscript received April 12, 1999; revised November 2, 1999. 0.5 mm, respectively. The microstrip feed line was of a&b@harac-
Stifl:.l.t-eY A ?#:;?n'sk‘;‘gg‘ g}ﬁg‘?ﬁﬁ:ﬁgﬁ;‘;ﬁfg%gecg%“é Engineering, Yung Ta Ingristic impedance and the tuning-stub length for impedance matching

K.-L. Wong is with Ythe Depar’tment of Ele(;trical Engineering, National suf/as adjusted to be 22 m.m. From-the results Obtam_ed‘ wo negr-dggen-
Yat-Sen University, Kaohsiung, Taiwan 804, R.O.C. erate resonant modes with good impedance matching are excited in the

Publisher Item Identifier S 0018-926X(00)01655-0. vicinity of the dominant resonant mode (Tiylor TMg3) of the square

20

30

Return Loss (dB)

40
2000 2100 2200 2300 2400

Frequency (MHz)

0018-926X/00$10.00 © 2000 IEEE



IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. 48, NO. 2, FEBRUARY 2000 329

Adaptive ISAR Image Construction from Nonuniformly
Undersampled Data

Yuanxun Wang and Hao Ling

Axial Ratio (dB)
~o

4 Abstract—An adaptive approach is proposed to construct ISAR images
from nonuniformly undersampled data in the angular domain. The algo-

rithm uses an adaptive scattering feature extraction engine in place of the
Fourier transform in the image construction procedure. The algorithm en-
tails searching and extracting out individual target scattering features one
Frequency (MHz) at a time in an iterative fashion. The interference between different target

scattering features is thus avoided and a clean ISAR image without the

; ; o ; P ; jasing effect can be obtained. The algorithm is verified by constructing the

Eg.asﬁtemza:#xvi?;léligrég.o In the broadside direction against frequency aizgri]rgage from the chamber measurement data of the model VFY-218

0
2150 2170 2190 2210 2230 2250

Index Terms—mage reconstruction, synthetic aperture radar.

|. INTRODUCTION
/ \ . : . .
90° | o opt - Constructing an inverse synthetic aperture radar (ISAR) image of a
0dB 20 -40 x-z plane 0d8 20 40 y-zplane target requires data collection in both the frequency and angular dimen-
— kgtc?g sions. If the data are uniformly sampled and the sampling rate is dense

enough, an ISAR image can be obtained by using a two-dimensional
Fig. 4. Measured radiation patterns in two orthogonal planes for the antedgaD) fast Fourier transform (FFT) algorithm [1]. In this paper, we ad-
shown in Fig. 2 with 2206 MHz. dress the case when the angular data are nonuniformly undersampled.

This scenario may arise in real-world data collection when the target

is fast maneuvering with respect to the radar pulse repetition interval
microstrip antenna without slit for the parameters studied here. TE§ that the angular look on the target by the radar is not dense enough
impedance bandwidth (10-dB return loss) is found to be 80 MHZz @5 satisfy the Nyquist sampling rate. We propose an algorithm to over-
about 3.6% referenced to the center frequency at about 2206 MHz e the aliasing effect in the cross-range dimension and construct
from the measured axial ratio shown in Fig. 3, the CP bandwidth, d&AR images from seriously undersampled data. The algorithm uses
termined from 3-dB axial ratio, is found to be 36 MHz or about 1.6%,y adaptive scattering feature extraction engine in place of the Fourier
Finally, the measured radiation patterns in two orthogonal planesiginsform in the image construction process. The original concept of
2206 MHz are also plotted in Fig. 4, and good left-hand CP radiatigjaptive feature extraction was proposed in [2] and [3]. It has been ap-

can be seen. plied to ISAR image processing in the joint time—frequency space for
resonant scattering mechanism extraction [4], target motion compensa-
I1l. CONCLUSION tion [5], and Doppler interference removal [6]. In contrast to the Fourier

transform, where the signal is projected to all the image-domain bases

Anew CP design of a CPW-fed microstrip antenna has been dem%ﬂhultaneously, the adaptive algorithm searches and extracts the indi-
strated. Good CP performance for the proposed antenna has also kg/ n

h It Iso b ted that by i i th iol ffial target scattering features one at a time in an iterative fashion.
shown. ft can aiso be expected that by incorporaling other possible Wi, applied to the present problem, the aliasing error caused by the

crostrip patches such as a circular patch with a slit[5], a T‘ea”y SQURlferference between different target scattering features can be avoided.
patch, a corner-truncat_ed sqgarg patch [6], and so on, V.V'th _the pre.‘c’ﬁ%refore, after all the main features are extracted, they can be dis-
proposed CPW feed with an |ncI|r_1ed slqt and an open-circuited _tunl %yed in the ISAR image plane without the aliasing effect. We verify
stub, CP radiation of CPW-fed microstrip antennas can be obtaine his algorithm by constructing the ISAR image using the chamber mea-
surement data of the model VFY-218 airplane [7]. Itis found that a rea-
REFERENCES sonable ISAR image can be constructed from seriously undersampled
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imation, the scattered field from the target observed as a function of
frequency and angle can be written as

N
E(fe) = Z O(ivi,yi)eiz‘]kri cos 0—2jky,sin 0

=1

N
2% Oy, yi)e e 2aketui @
=1

Cross range (m)

whereO(x;, y:) is the amplitude of théth scattering centef; is the sal
free-space wave number, akd corresponds to the wave number at
the center frequency.; andy; denote the down range and cross-range 25p
dimensions, respectively. We assume that the sampling in frequency
is uniformly spaced and dense enough to satisfy the Nyquist criterion ) ) ‘ ‘ ; l
since it is completely controlled by the radar. Thus, the range pro- s R B, LT T B
file versus angle data can be generated from the frequency-aspect data Range (m)

by applying a one-dimensional (1-D) Fourier transform along the fre-

guency dimension. We shall denote the resulkés, 4) Fig. 1. The ISAR image constructed at°3@zimuth from the original data
) using FFT.

N
R(x,0) = Z O(x;,y;)Se(x — wi)efzjk“yie. (2) o4
=1

03f

In the above expressiols,; (x — ;) is the down-range point spread
function due to the finite-length frequency domain data. Similarly, the 0z
cross-range information can also be obtained from angular data via a
1-D Fourier transform of?(x, ) along the angular dimension. The
resulting imagd (z, y) is

Qi

-QaF

Cross range (m)

I(z,y) :/ R(x,0)e** <" qp

-0z

N .
= Z O(xi,y:i)Sz(x — x;) / 2keOlu=vi) g
=1

-03F

N
= Olwiy)Sale = 2:)Sy(y - yi) (32) N
=1

(dBsm)

Range (m)
where

. Fig. 2. The ISAR image constructed at °3@zimuth from randomly
Sy(y—yi) :/ e20ke0ly—y) g (3b) undersampled data using Fourier transform.

is the cross-range point spread function due to the finite-length anguldrerep denotes the stage of the iterative procedure. The remainder
domain data. If the data are sampled densely enough such that thesigral is produced by subtracting out thia feature

merical integration can be carried out accurately, the point-spread func- .

i i ion with i i Ryri(x,0) = Ry(x.0) — Bye 2/’ (5)

tion S, should be a well-localized function with its peakiat while p+1{Ts (T, P .

idly d i fromth k.Th Iting image v) will
rapicly decaying away from ‘he pea € resuting y) Wi ;’ibe convergence of the above procedure is guaranteed and the math-

be a clean image with good indication of the amplitudes and po tical fis qi in 121, The advant f h an iterati
tions of the target point scattering features. However, when the afpatical prootis given in [2]. The advantage of such an iterative pro-

are undersampled, the numerical integration in (3b) will resultin IargZ%dure is that each time we extract out the strongest feature, we also

aliasing error that shows up as high sidelobes,inConsequently, the minate its interference on the other features. It should be noted that
) %?_nuniform sampling is a prerequisite to ensure that there is no ambi-

constructed image will contain strong interference between the sc ) ; . -
tering features. This effect can be interpreted as the loss of orthogﬁ'-'ty in the strongest features since uniformly undersampled data wil

nality of the Fourier bases under the undersampled condition esult in multiple positions of the strongest features. For simplicity, the
In the proposed approach, we use an adaptive feature extractionagiprithm 's repeated for each range cell of the imgge. A2D algorithm
gorithm in place of the Fourier processing. Instead of projecting thg 'requency and aspect can also be developed, if the search is carried

signal onto all the exponential bases simultaneously, we search out?HEfor both the range and cross-range parameters. After allthe fegtures

strongest point scattering feature in the cross-range domain and remdVe extra_lc_ted out, we can constructan ISAR image using the amplitudes

it from the original signal. Then the search is repeated for the remain positions of the point scatterers.

signal and the point-scattering features are extracted one at a time until

the energy of the residue signal is smaller than a preset threshold. The IIl. RESULTS AND DISCUSSION

search procedure is carried out by calculating the integral in (3b) for allTo examine the applicability of the algorithm on real target scattering

points in cross range but saving only the maximum value and positigiata, we reconstruct the radar image of a model (1 : 30 scale) VFY-218

ie, airplane using undersampled chamber measurement data [7]. The mea-

, surement data consist of an aspect window frorhtd®0” and a fre-

[Bp.yp] = max L (2, )] 4) quency range from 8 to 16 GHz. To construct an ISAR image, we first
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Electromagnetic Penetration into 2-D Multiple Slotted
Rectangular Cavity: TM-Wave

-0

Cross range (m

=02+

Hyun H. Park and Hyo J. Eom

03

O = o o1 oz o3 o1 o5 Abstract—Electromagnetic wave penetration into the two-dimensional

Range (m) (2-D) rectangular cavity with multiple slots in an infinite conducting plane
with afinite thickness is investigated. The Fourier transform and the mode-
. . . matching technique are used to obtain simultaneous equations, which are
Fig. 3. The ISAR image constructed at °3@zimuth from randomly solved to represent the scattered and the penetrated fields in series forms
undersampled data using the AFE algorithm. that are suitable for numerical computations.

Index Terms—Cavity resonator, electromagnetic coupling, slot antenna.

polar reformat the frequency-aspect data to(thg, I, ) space. The
reformatted data consist of 401 sample&inand 438 samples ift',,.
The ISAR image is first generated by fast Fourier transform (FFT) and
shown with the airplane overlay in Fig. 1. The point-scattering featuresElectromagnetic penetration into the cavity with a slot has been of
can clearly be seen. Next, we test our algorithm by generating an undgtportance in EMI/EMC-related problems and in the area of target
sampled data set ift,. This is approximately the same as undersanidentification [1]-[4]. In this paper, the Fourier transform and the
pling in angle. (Note that for full size targets, this approximation gef§ode-matching technique as used in [5] for electrostatic problem are
better.) The Nyquist sampling rate requires about 36 sampling poifieveloped for studying the shielding effectivenesses of the electric
in I, and we randomly select only 24 out of the 438 points. The mafnd the magnetic fields inside the two-dimensional (2-D) rectangular
imum sampling interval used is about four times the size of the Nyquigvity excited through multiple slots by a TM-polarized plane wave
sampling interval. Therefore, serious aliasing will occur if the Fourig¥here the electric field vector of the incident wave is parallel to the
transform algorithm is used, as shown by the ISAR image displayedayis of the shell. The solution presented in this paper is a fast-con-
Fig. 2. All the features are overlapped with sidelobe noise such that #@¥ging series form, which is numerically efficient. The numerical
point scattering features on the airplane can no longer be distinguishitRlementations are taken to illustrate the shielding effectiveness of
Next, we apply the adaptive feature extraction (AFE) algorithm to eaéfe slotted rectangular cavity in terms of the size of the cavity and the
range cell of the image. The image is reconstructed and shown in FigS®t and the number of slots.
Comparing Fig. 3 with Fig. 1, we can see the main features of the air-
plane in Fig. 3 are all well reconstructed in Fig. 1. We do observe some  Il. FIELD REPRESENTATION ANDBOUNDARY CONDITIONS
noisy spots OUtS!de the target at the lower dynamic ranges in Fig. 3An electromagnetic wave with TM-polarization is obliquely incident
This low-level noise occurs at about 25 dB down from the key features h ltiole slotted rectangular cavity as shown in Eid. 1. In region
and presents a dynamic range limitation of the present AFE algorithon.t € muip 9 y g 9

: o the incident and reflectef-fields are
The algorithm has also been tested on measured data from in-flight tar-

|. INTRODUCTION

gets with good success. Fi(mﬂ y) = — 2 Zget ke tibyy (1)
E"(x, y) = 2Zpe e thvy )]
REFERENCES wherek, = ko sin 6, ky = ko cos 8, ko = w,/jio€g = 27/X are
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Fig. 1. Geometry of 2-D multiple slotted rectangular cavity: TM-wave.

Inregion () (= —IT%| < a,0 < y < d) the electric fieldEL (x, )

inside the slot is

oo

Eil(;177 y) = Z [Cﬁn Ccos E”l(y - d) + dﬁn Sin E”l(y - d)]

m=1

-sin ap(x — 1T, + a)
wherea,, is the= m=/(2a) and¢,, is the= /kZ — a2,.

(4)

Inregion (IIl) (2| < a,d < y < d+h) the electric fieldE" (z, y)

is
E?I(:v, y) = Z en sin Yo (y —d — h) sin an(z + @)

n=1

whereq,, is the= nt/(2«) andy, is the= /kZ — o2.

To determine the unknown coefficients, andd’,,, we enforce the
boundary conditions o&'. andH, aty = 0 andd. First, we apply the

boundary conditions o, andH, aty = 0
Ei(x, 0)+ EZ(x, 0) + E (2, 0)
_ [(EMx,0), for|lz—1IT,] <a
B {07 elsewhere
and

Hi(x, 0)+ HJ(x, 0) + H}(x, 0) = H'(x. 0),
for |z — IT,| < a.

Applying the Fourier transform to (6) and solving f&F (¢), and

()

(6)

(@)

then substitutind=? (¢) into (7), multiplying (7) bysin a,, (z—rT, +a)

and performing integration fromZ, — a to 7T, + a, we obtain the

simultaneous equation fef,, andd’,

oo

3 L2
LI NN el cos(End) - db, sin(End)]Ty,

2mwipto [=—Ly m=1
= -Ep [ep sin(&pd) + dyy cos(Epd)] by O1r
iwpio
— 2a cos Ba, Fy(kya)e'™ e, p=12---

where

(_1>m6in _ e—in
F’I"Il V)= —F——F a5
) v2 — (mmw/2)?

(8)

100 T ; : : :
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Fig. 2. Shielding effectiveness at the center of a slotted rectangular cavity
compared with the measured electric shielding effectiveness of 3-D rectangular
cavity (40 x 20 x 50 cm) with an aperture (18 2 cm);a = 5 cm,a = 20

cm,h = 50 cm,d = 0.4 cm,6 = 0°.

and
I = / K Ep(Ca)Fy(—Ca)e 0="Te g, )

Similarly, by using the boundary conditions:at= d, we obtain an-
other simultaneous equation fdy, andd’,

Lo ) o0 l r
1 l ’}/nOWILILOl)VL r
— - — 7T A= ¢ d 10
o 2 Z, {Z tan(yn h) w4 G0
l=—L; m=1 n=1
where
(1'777. -
= {sin[an (@ — a — 1T,)]

B)

1
Ornn =

m

+ (=)™ sinfan(a + o+ 1T4)]}. (11)

I1l. N UMERICAL COMPUTATIONS

To illustrate the relation between the field formulation and the res-
onant modesE!!" at the center inside the cavity from (5) is roughly
given by

EMr = 0.y = d 4 h/2) ~ sin( ") Si”(”’"g) - (12)

And the E. field for the (n, ) mode of the 2-D rectangular cavity
without any slot is given by
/oy . [lrn
E.(atthe center~ 5111(7) :>1n<?) . (13)
Putting the above equations equal, we can induce the relation as fol-
lows:

2 2 Im\*
ko = oy, + . (14)

h

Due to the symmetry with respect to theaxis, only odd numbers are
allowed for the index.

Fig. 2 shows the shielding effectiveness at the center of the 2-D rect-
angular cavity with a slot, where = 5 cm,« = 20 cm,h = 50 cm,

d = 0.4 cm, and? = 0°. The shielding effectiveness is defined as the
ratio of field (electric and magnetic) strengths in the presence and ab-
sence of the slotted rectangular cavity.

The resonances at 480.1, 707.7, and 974.7 MHz appear as dips of
the electric and the magnetic shielding effectivenesses. The first and
the second dips of the electric shielding effectiveness correspond to
(n=1,1=1),and @ = 1,1 = 3) in (14), respectively, and the dip
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Abstract—This paper introduces a novel variation of the vee dipole
antenna consisting of two coplanar vee dipoles with a common feed point.
. . o . It is referred to as a double-vee dipoleRadiation characteristics of the
Fig. 3 Electric shleld|_ng effectiveness at the center of rectangular cavity wiggple-vee dipole antenna are investigated numerically and experimen-
multiple slots as a function of the number of slais 1 cm,T.. = 3a,a =20 tally. Itis shown that the double-vee dipole can provide significantly higher
cm,h =50 cm,d = 0.4 cm,6 = 0°. directivity and lower sidelobes and back radiation than the conventional

vee dipole. With increasing arm length, the directivity of the double-vee
. L . dipole exhibits a series of local maxima. Measured and predicted radiation
_Of the magnetic Sh_|e|d|n9 effectiveness correspondste (1,7 = 2)  patterns for a fabricated double-vee dipole are presented and shown to be
in the same equation. in good agreement.

Flg.. 2 also Shows that there is good agreemen.t bet.ween the electr\%dex Terms—DPipole antennas, directive wire antennas, vee antenna.
shielding effectiveness of the 2-D rectangular cavity with a slot and the
measured one of the three-dimensional (3-D) rectangular cavity (40
20 x 50 cm) with a aperture (18 2 cm) [6]. The reason of this good |. INTRODUCTION
agreement is that the dominant electric field vector of the long and thin

aperture on the 3-D rectangular cavity is perpendicular to the lon erThe vee dipole is a well-known geometry developed as a modifi-
P ng Vity 1S perp 9€ltion to the linear dipole with the aim of increasing its directivity
side of the aperture and is approximately uniform along the shor

. . . 7. ﬁ . It has also been shown that by using an arm-shaping technique
side. This means tha.lt the domlr_1ant electric field of the gpe_rtur(_a on involving parabolic shapes, the directivity of dipoles can be increased
3-D rectangular cavity is effectlvel_y eq_ual to the electric field ms'dﬁ]. Double-vee dipole configurations have been investigated for the
theFiS|OI3Ofsthhoewzs-[t)hreecetﬁer::?:ij(l:a;f]?evlg?/nwngffg\:/:i-\\:\;\;es.s of the multi %eneration of circularly polarized fields [3]. In such antennas, the
slottga cavity ¢ = 1 cm, Ty = 3a, _920 oM. h = 50 cm.d = 0.4 Plee dipoles have separate feed points and lie in different planes. The
om. andd _360 ;t 100 :anctlj EOOGMT_'Z_aS var |r: _thjs nun;;)e:of'slotsdouble-vee dipole presented here consists of two coplanar vee dipoles

T ) varying Wwith a common feed point. Numerically calculated radiation charac-
Increasing the total area of slots by adding a slot one by one reduges - ) - S
the shielding effectiveness by about 3 dB each time eristics and measured far-field radiation patterns are presented in this

9 y ' paper and show that the double-vee dipole can increase directivity and
decrease sidelobe level and back radiation compared to the vee dipole.

The measurement of the radiation pattern of one double-vee dipole is

Electromagnetic wave penetration into 2-D multiple slotted rectafetailed in this article as a representative case.
gular cavity with TM-wave is investigated. By using the Fourier trans-
form and the mode-matching technique, we obtain a solution in a fast- 1. DESIGN OPTIMIZATION

converging series form. Numerical computations are accomplished to

show the shielding effectiveness inside the cavity in terms of the sizeA double-vee dipole is specified using four independent geomet-

of the cavity and the slot and the number of slots. _rlcal parameters, as shown in Fig. 1. The simulation uses the l_\lumer-

ical Electromagnetics Code v.2 (NEC-2) to perform an exhaustive op-

timization search. Each possible geometry (with a length granularity
of 0.03\ and a angle granularity of Lover wide ranges of all four pa-

[1] E. Arvas and T. K. Sarkar, “TM transmission through dielectric-filledrameters is simulated. The exterior arm length is varied over a range
slots in a conducting cylindrical shell of arbitrary cross sectidBEE ot 1 0\ « L, < 3.0\, while the interior arm is kept shorter than

Trans. Electromagn. Compatiol. EMC-29, pp. 150-156, May 1987. . . .
[2] L. K. Wuand L. T. Han, “E-polarized scattering from a conducting rectSexterlor arm to limit the footprint) < L, < L..The angle of the

angular cylinder with an infinite axial slot filled by a resistively coatecEXterior arm is varied over arange &f < ¥ < 90°, while the
dielectric strip,”IEEE Trans. Antennas Propagatol. 40, pp. 731-733, interior arm anglel, is always at least“3smaller than¥, . Allowing
June 1992.

[3] J. V. Tejedor, L. Nuno, and M. F. Bataller, “Susceptibility analysis of
arbitrarily shaped 2-D slotted screen using a hybrid generalized matrixManuscript received October 30, 1998; revised September 15, 1999. This
finite-element technique fEEE Trans. Electromagn. Compatol. 40, work was supported by a National Science Foundation Graduate Fellowship.
pp. 47-54, Feb. 1998. N. Patwari is with Motorola Labs, Plantation, FL 33322 USA.

[4] T. M. Wang, A. Cuevas, and H. Ling, “RCS of a partially open rectan- A. Safaai-Jazi is with the Bradley Department of Electrical and Computer
gular box in the resonant regionPEE Trans. Antennas Propagatol.  Engineering, Virginia Tech, Blacksburg, VA 24061-0111 USA.
38, pp. 1498-1504, Sept. 1990. Publisher Item Identifier S 0018-926X(00)01657-4.

Number of slots (N)
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y TABLE |
A OPTIMUM-DIRECTIVITY DOUBLE-VEE DIPOLE SOLUTIONS: DESIGN
PARAMETERS AND CHARACTERISTICS
L Parameters Solution 1 | Solution 2 | Solution 3 | Solution 4
L 1.255) 1.745) 2,245\ 2.740)
¢ Y, 0 L, 0855% | 1355) | 1855\ | 2355\
I \Pz ¢ ¥y 53° 44° 38° 35°
>
L ¥, 41° 29° 25° 23°
2\;/ Directivity 8.0 10.8 139 16.8
3dB Beamwidth 24° 20° 18° 16°
Max Sidelobe Level | -8.6 dB -9.0dB -10.3 dB -9.3dB
Front/Back Ratio 11.9dB 10.1 dB 10.3 dB 9.3dB
3dB Bandwidth 11.0% 7.2% 5.8% 4.7%
Fig. 1. Geometry and coordinates for the double-vee dipole. Input Resistance 3410 3880 38660 3950
12 Input Reactance 16392 1102 10642 938Q
11r
%{10* /_7///’
>
S of )
B KA A Y-7 —— Directivity
5 8t Vi ---- System Gain
A — Double-Vee ] (@ 50 200 250 800 850 400 450
---  Conventional Vee
6l
1 1.5 2 25 3
L, /%
Fig. 2. Variations in maximum directivity versus, /A for conventional and RefZ ] ----1Im[Z ]
double-vee dipoles. -1 ‘ ‘ ‘ . ‘
b) 150 200 250 300 350 400 450
the arm wires to be closer thaht® each other would make the antenna Frequency (MHz)

difficult to fabricate and also lead to numerical inaccuracies in NEC-2 o o .
. . Fig. 3. (a) Directivity, antenna system gain (directivity minus reflection loss).
simulation results.

. . . . (b) Input impedance versus frequency for optimum solution #3 designed for
After tabulating all of the simulation results, geometries are foungd’ = ‘300 MHz.

that produce the highest directivity for each exterior arm ledgthin
Fig. 2, this directivity is plotted. Also plotted, for comparison, is th
NEC-2 predicted directivity of a conventional vee dipole with lengt
L, and the optimum angle given in [1].

acklobe is lower than the other sidelobes. With each larger optimum
solution, the backlobe radiation level increases while the other sidelobe
levels decrease. Overall, the beamwidth decreases and the directivity
increases, even as the front-to-back ratio decreases. The backlobe ra-
diation level of the double-vee dipole is about 7 dB lower than that of
The results in Fig. 2 show that the directivity of the double-vee dipobe conventional vee dipole [1]. It is particularly interesting that the op-
can be as much as 2.2 dB higher than the conventional vee dipole withum solutions havé, andL- that increment by approximatehy/2
the same arm length. Itis further observed that as a functidn ghe for each larger solution. It can be inferred from these results that even
directivity of the double-vee dipole exhibits a series of local maximé#arger, more directive optimum solutions can be found by successively
The geometries of the double-vee dipoles corresponding to the foaising L, and L, by A/2 and then finding the optimun, and¥..
local maxima in Fig. 2 are referred to here as tmimum solutions The input impedance has a significant reactive component that arises
and are described in Table I. An antenna designer should use thigem the resonant nature of the double-vee dipole. The real and imag-
geometrical parameters to take full advantage of the higher directivibary parts of the input impedance are about 400 and?]08spec-
and lower sidelobe and backlobe radiation levels that are possible witlely, at the center frequencies of optimum solutions two, three, and
the double-vee dipole. four. Fig. 3(b) shows the input impedance of a double-vee dipole de-
The average front-to-back ratio for the four optimum solutions listezsigned for optimum solution #3 at a center frequeficy= 300 MHz.
in Table lis 10 dB. For the smallest optimum solutions (#1 and #2), ti® show the effects of the input impedance on the bandwidth, the an-

Il. RADIATION CHARACTERISTICS
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and construction. The calculated and measured results both suggest that
the double-vee dipole is a promising candidate for applications, where
the bandwidth requirement is modest and higher gain and lower side-
lobe and backlobe levels are desired to reduce interference effects and,
hence, improve the quality of information signals.
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270°

Fig. 4. Predicted— — — —) and measured (—) E-plane radiation pattern,
optimum solution #3 with parameters given in Table | with= 12.5 cm.

tennais matched to a 30Gransmission line by means of a short-circuit

§mg|e-stub tuner. The tuner is arranged suc,h that the double-vee q|p0|Exact Geometrical Optics Solution for an Isorefractive
is perfectly mat_cheq t_o 30D at the antenna’s center frequency. Fig. _ Wedge Structure

3(a) plots the directivity of the antenna and the antenna system gain
(the directivity minus the reflection loss) versus frequency. The 3-dB Piergiorgio L. E. Uslenghi

bandwidth of each optimum solution double-vee dipole, assuming that

a short-circuit single-stub tuner is used for perfect matching. as

given in Table I. Note from Fig. 3(a) that a double-vee dipole designed Abstract—A structure consisting of four right-angle wedges with a
for maximum directivity at 300 MHz can also be operated at other fr§2mmon edge, made of four different materials isorefractive to one another

. . . - . . Is_considered. If a certain relation is satisfied among the four intrinsic
guencies. Different multiband characteristics are possible with each Rpedances of the materials, then an incident plane wave generates

timum solution. reflected and transmitted plane waves that constitute the exact solution
Measurements of all four optimum solution double-vee dipoles wetethe boundary-value problem. This geometrical-optics exact solution is
conducted. Each was constructed using aluminum wire with a diametatid for arbitrary polarization and arbitrary direction of incidence of the
of 3 mm and mounted on thin cardboard. The double-vee dipole at ff&nary Wave.
optimum solution #1 was constructed with= 20 cm and measured at  Index Terms—Complex media, electromagnetic diffraction, electromag-
1.5 GHz and was presented in the preliminary phase of our research Tg}lc reflection and transmission, geometrical optics, isorefractive material.
The other three double-vee dipoles were built with= 12.5 cm and
measured at 2.4 GHz. Fig. 4 shows the measured far-field E-plane pat-
tern in decibels for optimum solution #3. The measured and predicted ) o _ _
half-power beamwidths are the same at. Tthe measured back radi- Boundary-value problems involving isorefractive materials and for
ation level is more than 10 dB below the main lobe peak. Also showyhich geometrical optics represents the exact solution have been solved
in Fig. 4 are the numerically calculated radiation patterns from NEC-82r & wedge structure [1] and a paraboloid [2] under plane wave exci-

The measured and predicted patterns for all four optimum solutiof@ion and for an isolated wedge with a line source at its edge [3]. In
show similar agreement. this letter, a new solution is presented for a structure consisting of four

90° wedges with a common edge, each filled with a linear, homoge-
neous, and isotropic material. The four materials are isorefractive to
one another. It is shown that geometrical optics yealds the exact solu-
The double-vee dipole is as compact and low-cost as the vee dipgdg when the primary source is a plane wave with arbitrary direction
but has significant advantages. In this paper, a series of optimum géincidence and arbitrary polarization, provided that a certain relation
lutions for the double-vee dipole are presented that yield sidelobe dgdatisfied among the intrinsic impedances of the four materials. This
backlobe radiation level reductions of up to 7 dB and directivity innew solution was presented recently at a symposium [4].
creases of 2.2 dB compared to the vee dipole. The double-vee dipole is
also shown to be well suited for multiband operation. Radiation prop-

. . . . ; - anuscript received October 20, 1998; revised October 26, 1999.
erties of the optimum solutions are investigated both numerically and\I'llhe author is with the Department of Electrical Engineering and Computer

experimentally. Since measured results accurately match numericaldgence, University of lllinois at Chicago, Chicago, IL 60607-7053 USA.
sults, the double-vee dipole promises simple and predictable desigRublisher Item Identifier S 0018-926X(00)01659-8.
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amplitudeR,», and a reflected wave propagating in the directioA
with amplitudeR; 4.

The total field in the second quadrant is the superposition of two
fields: a transmitted plane wave propagating in the directidghwith
amplitudeT’» and a field propagating in the directiéhO- that consti-
tutes a plane wave only if no discontinuity occurs across the semiplane
OQ0s; that is, if

Ry3 = Rua. (4)

T23T12 - L. R N T14R12
O" Il e e 0 Similarly, the total field in the fourth quadrant is the sum of a trans-
3e © @ § 4 mitted plane wave propagating in the directi®d’ with amplitudeT’ 4
T43T14 R43T14 and of a field propagating in the directiéhD,; that is, a plane wave if
Ri2 = Rus. 5
Fig. 1. Geometry of the problem. 2 ° ®)

Finally, the field in the third quadrant is a plane wave propagating in

Consider the geometry shown in Fig. 1. The space is divided inttkc‘)e direction of incidenc®Cs if

four quadrants by the two planesOC' and BOD perpendicular to ©6)
each other. Fig. 1 is a cross section of the structure, perpendicular to

the common edge of the four 90 wedge regions. Each quadrant \th the use of (3), it is easily proven that conditions (4)~(6) are
is filled with a linear, homogeneous, and isotropic material of electrg‘atisﬁed if and only if

permittivity = and magnetic permeabilify such that

TosTo = TysTha.

(h,1=1,2,3,4) 1) D2z = 2224 )

Enlth = S0,

. he f d . . fracti her. but h If this condition is not satisfied, then diffraction occurs at the common
heu;f the our wedge reglons are |sor§ ractive to one another, but %Wge of the four wedges and geometrical optics no longer represents
lfferent intrinsic impedances given by the exact solution. Relation (7) may be rewritten with the aid of (1) and

(2) as
z= " (=123 4. )
o £1E83 = £92€&4 (8)
For incidence from quadrantof intrinsic impedanceZ;, on the inter- )
face separating it from quadranof intrinsic impedanceZ;, the reflec-  ©F €quivalently, as
tion coefficientR;,; and the transmission coefficiefi; are given by
' [ jis = pafia. ©)
Z — Zy, 27
Ru=——rr, Thu=_o—p iy . - -
Zit+ 2 Zit+ 2 If condition (7) [or (8), or (9)] is satisfied, then the total field in each

. . . Lo .. Qquadrantis the sum of plane waves, the boundary conditions are satis-
and_arc_e independent of both direction of incidence and polarlzatlonfgd, the edge does not scatter and geometrical optics is the exact solu-
the incident Wave.. o ) ) _ tion of the boundary-value problem. Although this solution was derived
~ Aplane wave with electric field of unit amplitude and propagatingor incidence normal to the edge, it is easily extended to oblique inci-
inside the first quadrant in the directiéh O perpendicular to the edge dence by applying the result obtained in [5]. This is the only presently
is reflected and transmitted at the interfaced between the first and known case in which the exact Scattering by a penetrable_wedge struc-
second quadrants aGdD between the first and fourth quadrants. Intyre is given by the geometrical optics solution for any direction of

cidence onOA generates a reflected plane wave propagating froficidence and any polarization of the primary plane wave.
A to D with amplitudeR;»> and a plane wave transmitted into the

second quadrant and propagating frehto B with amplitudeT’-.
The reflected wave incident on the interfa@® with amplitudeR,»
is partly reflected into the first quadrant with amplitue, B> and
partly transmitted into the fourth quadrant with amplit@deR:. The
transmitted wave incident on the interfa©é3 with amplitudeTs, is
partly reflected into the second quadrant with amplitétie 77, and
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Near-Field Signature Prediction Using Far-Field Target Geometry Scattering Center Model
Scattering Centers Extracted from the Shooting and
Bouncing Ray Technique « ® 2
° L]
Rajan Bhalla and Hao Ling = o slie
° ]
Abstract—We present a technique to predict the near-field radar cross (a)

section (RCS) of a target using the far-field scattering centers extracted
from the shooting and bouncing ray (SBR) technique. The results gener-
ated using this methodology are verified against the brute-force SBR cal-
culations for near-field scenarios. Itis demonstrated that this technique is a
fairly accurate and very efficient way to generate near-field RCS data pro-

vided that the transceiver is not very close to the target.

n'th

Index Terms—Radar, ray shooting, scattering centers, target identiifica-

tteri
tion. Tcenter o
(b)
|. INTRODUCTION Fig. 1. (a) Three-dimensional far-field scattering center model of a target. (b)

Near-field RCS prediction based on far-field scattering centers.
For many radar applications the transmitting and receiving antennas

a;]re (ch_)cated ”l]n the nearr-]fleld zone _Of the target. Ugdﬁr this S'tuat'qgr%et [see Fig. 1(a)]. The monostatic 3-D scattering centers at a given
the distance between the tran_smlttlng gntenng an the target may;00len: direction can be sparsely represented by a set of numbers
be large enough to treat the incident field arriving at the target as, 4 R 1, whereA,, is the strength of a scattering center ai is

plane wave. Similarly, the distance between the receiving antenna ﬂ@d';D location. The 3-D scattering center extraction methoddlogy of
the target may not be large enough to treat the s_cattered f'elq armvVildarget using the SBR technique has been developed recently in [3]
at t_he receiverasa plane wave. Hence, the far-field ass_lJn_]ptlon 'S 0ok [4]. To predict near-field data using the far-field scattering centers,
valid and a near-field analysis is necessary. One of the existing methgg- argue that each scattering center models the interaction between

ologies to compute near-field radar cross section (RCS) is to use {HS incident electromagnetic wave and a localized portion of the

shooting and bouncing ray (SBR) technique [1], [2]. In the SBR tec arget. The portion of the target that gives rise to each scattering center
nique, rays are launched at the target from the phase center of the tr Tgﬁuch smaller than the whole target. Consequently, the scattering

mlttlng antenn_a an_d are traced according to t_he law ‘?f gepmetncal ienomenon represented by each scattering center is expected to be
tics. At the exit point of each ray, a ray-tube integration is perform

S S ) . lid at a distance much closer than the usual far-field range criterion
to find its contribution to the total scattered field at the receiving an;; ; _ 2D?/), whereD is the maximum target dimension and

ter_ma, ltakm_g m,tb(\)l ﬁccoznthofstgeRdlstar:]cg flrom _the ray ;ufbe to tgef 1§ the wavelength. At very closed-in ranges the scattering centers
celver ocation. t oug the met 000109y 1S straig to_rwar ' 'Yhemselves will be defocused and this interpretation may no longer be
typical radar applications the problem involved often contains a Iargg"d

number of parameter combinations. For example, in typical missile en'Next, we provide the formula to reconstruct the monostatic near-

gagement simulations, the scattered field is of interest atdifferenttralﬂgld from the monostatic far-field scattering centers. To reconstruct
ceiver locations and for different antenna patterns. Each combinatiormg scattered fielde” at a frequencyf for a transceiver located &;

a new_probler_n and requires that th_e whole computation be carried Wétsum up the contribution of each scattering center as [see Fig. 1(b)]
each time. This can lead to an inordinately large amount of computation

time. In this letter, we present a technique to predict the near-field RCS E*(f, Ry) = Z A, exp <—jﬁ|Rf - R, |)

of a target by taking advantage of the far-field scattering centers ex- n ¢

tracted using the existing capability of the SBR technique [3], [4]. The . { R } )
basic idea is to extract the far-field three-dimensional (3-D) scattering |[R. — R.|2 |

centers once and then use the strengths and positions of the extraslsfice that in addition to the phase term to take into account of the
scattering centers to reconstruct the near-field RCS at different tranear-field effect, we also use a range correction for the amplitude of
ceiver locations. Since the extraction is done only at the far-field rangach scattering center. The scattered field defined in (1) has been nor-
and the reconstruction can be carried out very quickly, this methaghalized so that it will reduce to the far-field RCS Rs approaches
ology is potentially a very efficient way to compute near-field RCS. the far-field range [5], [6]. If the antenna pattern is not isotropic, the
effect of the antenna pattern can also be accounted for in (1). In ad-
II. NEAR-FIELD RCS RREDICTION USING FAR-FIELD dition, although only the monostatic scattering is considered in this
SCATTERING CENTERS paper, the methodology is extendible to the more general bistatic sce-
. . . nario. It should also be noted that the reconstruction in (1) is based on
Itis well known that the scattered far field from an electrically Iarg%ingle-bounce scattering mechanisms and is not very accurate for scat-

target can be modeled by a discrete set of scattering centers onlie, centers whose contribution comes from high multibounce mech-
anism.
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Fig. 3. Comparison of the near-field RCS computed by brute-force SBR and
by scattering center prediction for a full-size airplane.

dBsm

force SBR computation. The comparison degrades as we get closer to
the target. In terms of computation time, the brute-force computation
takes roughly 30 min/range point on an SGI R4400 workstation. The
scattering center extraction itself can be carried out in about 30 min.
Once the scattering centers are extracted, however, the reconstruction
can be done in seconds at all the range values. Hence, the scattering
centers offer tremendous computation time savings for the computa-
tion of near-field RCS.

O Brute-force SBR

——  Scattering center
predictions -

meters

(b)

Fig. 2. Comparison of the near-field RCS computed by brute-force SBR and
by scattering center prediction for a conical target. (a) Target geometry. (b)
Near-field RCS versus range.

IV. CONCLUSION

Inthis paper, we presented an efficient technique to predict near-field
RCS using far-field scattering centers extracted from the SBR tech-

f fthe t iver. Th t it fthe t N ?ﬁigue. Such a scheme allows us to generate the near-field RCS in real
otrange ot the transceiver. The antenna pattern of the€ ranscever IS age - 5 variety of input parameters such as range and antenna pat-

S“”.“eo' to be isqtropic and horizo_nFaIIy polarize_d. The first exampletgéms_ For very closed-in ranges, however, this scheme is expected to
a simple canonical target compnising of two trlplates. mounted on BPeak down as the scattering centers become defocused. In addition
eIor;gated boxt as tsk:jovx;n n F'% 2(ta). j’h(athmonc::tg:c 3('jD sca:ttenggch prediction is based on single-bounce scattering and will not be as
centers are extracted at an incident azimuth ang andan €€- , curate for multibounce returns. Although only near-field monostatic

vation angle of 15 The farjfleld crlterllon for this 3-m target is 760. m scattering is considered in this paper, the methodology can be extended
at 12.65 GHz. The near-field RCS is computed as the transcelvelidsnandle more general bistatic scenarios

moved closer to the target at the same fixed incident angle- 267,
15°) and the range was varied from 320 to 15 m. Fig. 2(b) shows the
near-field RCS comparison between the brute-force computation and
the scattering center reconstruction plotted on a logarithmic scale of
the range. The agreement between the two profiles is very good, eveq] C.L.Yu,R.Kipp, D. J. Andersh, and S. W. Lee, “Near-field electromag-
up to a very closed-in range of 50 m. The pattern observed in the RCS  netic modeling and analysis,” iEEE Antennas Propagat. Symp. Dig.
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profile is consistent with the beating of two strong scattering centers at[Z]
the two triplate positions.

The second example is a full-size airplane. The monostatic 3-D scat-
tering centers are extracted at an incident (AZ, EL) angle of {120 [3]
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Matrix-Exponent Formulations for Wave Radiation and N N1
Propagation in Anisotropic Stratified lonosphere N1
. ZN-2
M. Y. Xia and Z. Y. Chen
Z¢
4 - -
Abstract—A matrix-exponent method is developed to treat wave radi- ™~ P.0(2)6(y)8(z - z,)
ation and propagation in anisotropic stratified ionosphere. By using ma- - Ze-1
trix-exponent formulations, the present approach is relatively compact for :
expressions and reliable for computations. As an example, the method is F2)
used to calculate the ELF excitation of the earth-ionosphere waveguide by
an equivalent dipole resulted from heating the lower ionosphere with mod- 2
ulated HF waves. Simulation results are presented and compared for dif- 21
ferent latitudes. 1 z

Index Terms—Anisotropic media, electromagnetic propagation, ELF Fig. 1.

propagation, ionosphere Configuration of the stratified ionosphere. The first layer is the earth

and theN'th layer is outer space, while the source is lacated irfthéayer. X
eastward}” northward, andZ upward.

|. INTRODUCTION

One aspect to study the wave radiaton and propagation in ionosphghgre ko = w /o is Tthe wave number in free-space,
in recent years is to calculate the ELF radiations produced by heat%g: [E“_l"/ —-Ey, ZoH., ZoHy]_ is a column vector repreTsentlng the
the lower ionosphere with powerful modulated HF waves, which, {gngential components of the fields, = Zo[0, 0, 0, —F.]" reflects
some extent, has been demonstrated to be feasible [1], [2]. In ordeH1§ SOUrceZo = 120 is the wave impedance in free-space, and (3),
obtain some explicit forms, a few simplified models such as neglecti§§oWn at the bottom of the next page, with; (i, j = 1, 2, 3) the
the geomagnetic effects [3] were adopted. A more practical anisotroflements of the dielectric tensér. . .
multilayered model was used by Yagitatial. [4], but their numerical 1 ne solution to (2) can be expressed in matrix-exponent form as

techniques previously developed by Nagaiaal. [5] were actually [a1 as]-C1, =2 =0

hard to master. There is a general dyadic method proposed by Habashy R

et al.[6]; this method is unfortunately too complicated to code for com- exp[jkoQ; (= — z:)] '.C“ )

putations. Vi) = i1 <z<z i #F LGN 4
In this letter, a new approach using matrix-exponent formulations is explikoQ,(z — z4)] - (Cﬂ + %VS) ,

deveolped, which is comparatively elegant for expressions and reliable 2o <2< 2o 20y < 2 < 2

for computations. By directly dealing with matrix exponent, which is B N

an intrinsic function in some languages such as Mathematica, many [as a4]-Cn, F= AN

matrix-handling difficulties are actually avoidable. To overcome th\ﬁ/hereal anda. are two appropriate eigenvectors @f, so areas
troublesome numerical swamping problem, a useful scale-down tri&hdM of @y. C1 andCv, which are [2x 1] vectors, andC; (i =

is introduced, which is helpful for us to extract stable solutions. As a3 .... N — 1), which are [4x 1] vectors, are constant vectors
example, the present approach is used to calculate the ELF excitafi9ihe determined by boundary conditions. To express the solution in
of the earth-ionosphere waveguide by an dipole source in the l0WgE iy exponent form, which is an intrinsic function in some languages
ionosphere. Simulation results are presented and compared for thigg, 45 Mathematica can avoid many numerical troubles that must arise

areas, Tromsg (Norway), Beijing and Haikou (China), with 'atitUdel?solving the eigen-problem of matrig in each layer.
79°, 40°, and 20, respectively. Let P;(z — 2') = exp[jko@,(z — 2)](ziz1 < 2, 2" < z). Be-
cause the vectdf” must be continuous at the interfaces, from (4) we
Il. THE APPROACH have
Refer to Fig. 1. Suppose that the radiation source is a dipdie _ 1 —
cated atz, ab?)ve therz;pround and the time dependenoe‘i’é”l.BThe {V(ZS )=(Ce—3V.) = B -G (5)
Maxwell equations for the present problem are V(h) = (Cf + %V) =U-Cn

(1) Wwhere (6), shown at the bottom of the next pageIBandU are [4 x

{V X E=jwucH
2] matrices. From (5), we get

VXH:J;,—ijoF-E

whereJ, = P6(x)8(y)6(z — z,) andK is a [3 x 3] matrix—the U-Cv—-D-C, =V,
relative dielectric tensor of the medium. U-Cy+D-Ci =2C, )
Taking Fourier transform of (1) in horizontal directions with respect N T
to(x, y) < (koSs, koSy) and eliminatingt’. andH . we have hence
WV _ k0 C,=LU DU -D* -V 8
T = k@ V4 V.E(: — ) ) «=3U DI-[U -D] " -V.. ®)

_ _ _ _ It should be noted that we calculat® instead ofC'; andC v, which
Manuscript received April 17, 1997. This work was supported by the Nationg}.q highly unstable. The matricEandU are always good-posed and
Natural Science Foundation of China. nb led down at any moment when th re bein lculated
The authors are with the Institute of Electronics, Academia Sinica, Beijingfjl € scale o a a. y momel € €y are being calculate
100080 China. ackwardly from (6); that isD andU can be replaced b - A and

Publisher Item Identifier S 0018-926X(00)02624-7. U - B, respectively, wherel andB are arbitrary [2x 2] nonsingular

0018-926X/00$10.00 © 2000 IEEE
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matrices, the result &', will remains unchange. This scale-down trick
is useful to avoid numerical swamping.
The vectoV' atz assumed in théth layer givenC, by (8) is
Pp(z, z) - (Ce—LV,), z< 2
V(s = { PGz (CmaVe), < ©)
PU(Z, Zs)'(Cl‘i'EVs)-, Z > Zs
whereP,(z, z:) or Py (2, zs), named as the propagation matrix from
zs 10 z is specifically (10), shown at the bottom of the page: K ¢,
V is already given by (4) depending en> z, or z < z,. Again the
calculation ofV by (9) using (10) should be backwardly performed.
Once the horizontal components are known, the vertical components
of the fields can be written as
E. = % (=K31E, — K32 Fy + S,Z0H, — S.ZoH,)
33
ZyH. = S.E, — S,H,.
Finally, the fields at any point can be numerically obtained by taking
inverse Fourier transform of (9) and (11), i.e.,
Ny—1 Ny—1
AS,AS ' ,
?y Z Z F(n,AS;, nyASy, 2)

ng=—Ng ny=—Ny

(11)

Flo, g, 2) =

% levo(j)wAL‘;w,r-&-nyA,‘;yy) (12)

whereF = [E,, —E,, E., ZoH,, ZoH,, ZoH.]", Ao = 21 /ko is
the wavelength in free-space. The computed ranges of the fields in
andY” directions are confined bxS.., AS,, while the resolutions are
determined by, and N,. For instance, ifAS, = AS, = 1/10,
N, = N, = 20, thenX,nax = Yinax = 7/(koAS.) = 5o, while
the resolutions arA X = AY = Xpax/Ne = (1/4)X0.

Il. SIMULATIONS

The formulations outlined above are used to calculated the ELF
excitation of the earth-ionosphere waveguide by a dipole lacated in
the lower ionosphere, which can be supposed to be produced by HF
heating—a possible approach of ELF generation that may be used for
communications to submarines. lonospheric parameters, including the

number densities of electron, different molecules, atoms, and ions, gig: 2.

(b)

©)

-100
-120 Ez
m-140 [\—\—\,\,\_,\
S -160
Q80— E
-200 [
E
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-240
0 1 2 3 4 5 6
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=240
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-300
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Distance in Mm

Field distributions on the ground ix direction. The radiation sources

obtained from MSIS-89 and IRI-89 softwares for summer middayare supposed to be at 76 km above the ground, 3@ in strengths, 100 Hz
Collision frequencies between different particles are calculated Bfyfreauency, and directed in west-east. Note: 0Bl V/m or 1 A/m. (a)

using [7, eg. (408)] and the dielectric tendodrithrough [8, eq. (4.6.4)].

of the ground to be 0.01 S/m.

agnitudes of electric fields, (b) magnetic field strengths, and (c) comparisons

. . of the quasi-TEM waves for the three latitudes.
The geomagnetic strength is taken to be 0.5 Gauss and the conductivity

— K315, SJ;S,, K3z — Si
Q . L KMSy —I(;;zsy K33 — S; SxSy (3)
- K33 | Koz K31 — IX’33(I(21 + ST,S.,/) K33 (I(zg — Sz) — Ko3K30 —I(Qgsy K538,

K33 (Kn — 53,) — I{13 K5y Ki3K32 — K33(K12 + 5.5y) K385, —Ki35;
D="Pi(ze—z01)  Pooi(z0m1 — 20—) -+ Pa(z2 — 21) - a1 ag) ©)
U=Pi(zs—z20) Poyi(ze— ze41) - Pnoi(2v_2 — zy—1) - [as a4]

Po(z, 2) = Piulz— z6)  Prga(zx — zi1) - Pooi(zoma — z0-1) Po(zem1 — 25), k< ( (10)
?U(Z, Zs) = ?k(é - Zk—l) '?k—l(zk—l — Zk—2)* "ﬁlJrl(ZéJrl - 21) : ?c(lé - 25)3 k>0
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The field distributions on the ground for Beijing area are plotted [2] I. Kimura, P. Stubbe, M. T. Rietveld, R. Barr, K. Ishida, Y. Kasahara, S.
in Fig. 2(a) and (b). It shows th&F.| is much larger thanE,| and Yagatani, and I. Nagano, “Collaborative experiments by Akebono satel- )
|E, |, while |H.| is much smaller thanf..| and |H,|. This proves Ilte,Trom_so ionospheric heater, and European incoherent scatter radar,

) . . : . Radio Sci. vol. 29, no. 1, pp. 23-37, 1994.
that the fleIQS in the earth-lonosphere waveguide are domlnantly[3] V. K. Tripathi, C. L. Chang, and K. Papadoloulos, “Excitation of the
transversal, i.e., the so-called quasi-TEM waves. A comparison of Earth-ionosphere waveguide by an ELF source in the ionospteadjo
the field strengths ofE.| and|H,|, the principal components of the Sci, vol. 17, no. 5, pp. 1321-1326, 1982.
QTEM waves, for Tromsg, Beijing and Haikou, latitudes nortf,79 4] ﬁ(-):%gf'g‘i"':v/bl_’\"f‘gfgoéKa-t'i\g'%’?r“grﬂ"’; ;”%I'é*;'c’)‘;‘:ézvI‘;Fcﬂe"‘éai\ftﬁillcgv'\?e'r
40‘_’, and 20, respectlve_ly, |s_|IIustrated in Fig. 2(c). Little dlf_ferences ionosphere,’Radi% Spcl.gvol. 29.10. 1, ppp. 39-54, 1994,
exist for the three regions if the sources are the same in strengthis] |. Nagano, M. Mambo, and G. Hutatsuishi, “Numerical calculation of
frequency, and height. electromagnetic waves in an anisotropic multilayered meditiagio
Sci, vol. 10, no. 6, pp. 611-617, 1975.
[6] T.M.Habashy, S. M. Ali,J. A. Kong, and M. D. Grossi, “Dyadic Green’s
function in a planar stratified, arbitrarily magnetized linear plasma,”
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