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Letters__________________________________________________________________________________________

Coplanar Waveguide-Fed Circularly Polarized
Microstrip Antenna

Chih-Yu Huang and Kin-Lu Wong

Abstract—Design of a square microstrip antenna for obtaining circular
polarization (CP) radiation using a coplanar waveguide (CPW) feed is pre-
sented. This CP design is achieved by insetting a slit to the boundary of the
square microstrip patch, which makes possible the splitting of the domi-
nant resonant mode into two near-degenerate orthogonal modes for CP ra-
diation and introducing an inclined slot in the CPW feed line for coupling
the electromagnetic (EM) energy of the CPW to the square patch. Good
impedance matching for CP operation can be obtained by adjusting the in-
clined slot length and the tuning-stub length of the CPW feed line. Typical
experimental results are presented and discussed.

Index Terms—Circular polarization, coplanar waveguides, microstrip
antenna.

I. INTRODUCTION

The coplanar waveguide (CPW)-fed microstrip antenna, similar to
an aperture-coupled microstrip antenna, couples the electromagnetic
(EM) energy from the feed line to the radiating patch through a cou-
pling slot and, moreover, has a simplified structure with only two met-
allization levels. The microstrip antenna with a CPW feed also makes
easier the integration of active devices and allows the realization of se-
ries as well as shunt connections on one side of the substrate avoiding
via hole connections. Several related designs of CPW-fed microstrip
antennas with different coupling slots have also been studied; such as
the case with capacitively and inductively coupling slots [1]–[3] and a
rectangular-ring coupling slot [4]. These designs, however, are mainly
on linearly polarized radiation, and available designs for circularly po-
larized CPW-fed microstrip antennas are very scant in the open liter-
ature. In this letter, a circular polarization (CP) design of a CPW-fed
microstrip antenna is demonstrated. A square microstrip patch with a
slit [5] is used in this design and an inclined coupling slot is introduced
in the CPW feed line for the excitation of the circularly polarized mi-
crostrip antenna. Details of the design considerations and experimental
results are presented and discussed.

II. A NTENNA DESIGN AND EXPERIMENTAL RESULTS

Fig. 1 shows the proposed circularly polarized microstrip antenna
excited using a CPW feed line. The substrate used was a 1.6-mm-thick
substrate with a dielectric constant of"r = 4:4. The CPW, designed
to be with a 50-
 characteristic impedance, has a signal strip (center
conductor) of widthS and a gapG between the signal strip and the
coplanar ground. The 50-
 characteristic impedance can be obtained,
from simulation software Linecalc, by selecting proper values ofS and
G. An inclined coupling slot of lengthL and widthG is introduced in
the CPW feed line with a 45� inclination angle to they-axis and is
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Fig. 1. Geometry of a CPW-fed circularly polarized microstrip antenna.

Fig. 2. Measured return loss against frequency for the proposed antenna with
" = 4:4; h = 1:6 mm,S = 6:37 mm,G = 0:5 mm,L = 32 mm,L = 22

mm,A = 30 mm,` = 2:5 mm,W = 0:5 mm, ground-plane size= 120 mm
�120 mm.

in parallel to the diagonal of the square radiating patch. The open-cir-
cuited stub of the CPW feed line serves as a tuning stub for fine-tuning
the impedance matching of the proposed antenna. It is found that when
the tuning-stub length(Ls) is adjusted to be about 0.25 wavelength
of the guided wave in the substrate, good impedance matching for the
proposed design can be achieved. The square radiating patch has a side
lengthA and a narrow slit of length̀ and widthW is inserted at the
boundary of the microstrip patch. Due to the slit perturbation, the equiv-
alent excited̂x-directed patch surface current path is lengthened, with
the one in thêy-direction very slightly affected, which makes possible
the splitting of the dominant resonant mode of the square microstrip
antenna into two near-degenerate orthogonal modes for CP radiation
[5]. For the proposed design shown in Fig. 1, left-hand CP radiation
can be generated. Conversely, right-hand CP radiation can be obtained
when the inclined coupling slot is oriented to they-axis with a 135�

inclination angle.
The proposed antenna was implemented. Typical measured return

loss is shown in Fig. 2. In this case, the patch's side length was chosen to
be 30 mm and the length and width of the inserted slit were 2.5 mm and
0.5 mm, respectively. The microstrip feed line was of a 50-
 charac-
teristic impedance and the tuning-stub length for impedance matching
was adjusted to be 22 mm. From the results obtained, two near-degen-
erate resonant modes with good impedance matching are excited in the
vicinity of the dominant resonant mode (TM10 or TM01) of the square
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Fig. 3. Measured axial ratio in the broadside direction against frequency for
the antenna shown in Fig. 2.

Fig. 4. Measured radiation patterns in two orthogonal planes for the antenna
shown in Fig. 2 with 2206 MHz.

microstrip antenna without slit for the parameters studied here. The
impedance bandwidth (10-dB return loss) is found to be 80 MHz or
about 3.6% referenced to the center frequency at about 2206 MHz and,
from the measured axial ratio shown in Fig. 3, the CP bandwidth, de-
termined from 3-dB axial ratio, is found to be 36 MHz or about 1.6%.
Finally, the measured radiation patterns in two orthogonal planes at
2206 MHz are also plotted in Fig. 4, and good left-hand CP radiation
can be seen.

III. CONCLUSION

A new CP design of a CPW-fed microstrip antenna has been demon-
strated. Good CP performance for the proposed antenna has also been
shown. It can also be expected that by incorporating other possible mi-
crostrip patches such as a circular patch with a slit [5], a nearly square
patch, a corner-truncated square patch [6], and so on, with the present
proposed CPW feed with an inclined slot and an open-circuited tuning
stub, CP radiation of CPW-fed microstrip antennas can be obtained.
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Adaptive ISAR Image Construction from Nonuniformly
Undersampled Data

Yuanxun Wang and Hao Ling

Abstract—An adaptive approach is proposed to construct ISAR images
from nonuniformly undersampled data in the angular domain. The algo-
rithm uses an adaptive scattering feature extraction engine in place of the
Fourier transform in the image construction procedure. The algorithm en-
tails searching and extracting out individual target scattering features one
at a time in an iterative fashion. The interference between different target
scattering features is thus avoided and a clean ISAR image without the
aliasing effect can be obtained. The algorithm is verified by constructing the
ISAR image from the chamber measurement data of the model VFY-218
airplane.

Index Terms—Image reconstruction, synthetic aperture radar.

I. INTRODUCTION

Constructing an inverse synthetic aperture radar (ISAR) image of a
target requires data collection in both the frequency and angular dimen-
sions. If the data are uniformly sampled and the sampling rate is dense
enough, an ISAR image can be obtained by using a two-dimensional
(2-D) fast Fourier transform (FFT) algorithm [1]. In this paper, we ad-
dress the case when the angular data are nonuniformly undersampled.
This scenario may arise in real-world data collection when the target
is fast maneuvering with respect to the radar pulse repetition interval
so that the angular look on the target by the radar is not dense enough
to satisfy the Nyquist sampling rate. We propose an algorithm to over-
come the aliasing effect in the cross-range dimension and construct
ISAR images from seriously undersampled data. The algorithm uses
an adaptive scattering feature extraction engine in place of the Fourier
transform in the image construction process. The original concept of
adaptive feature extraction was proposed in [2] and [3]. It has been ap-
plied to ISAR image processing in the joint time–frequency space for
resonant scattering mechanism extraction [4], target motion compensa-
tion [5], and Doppler interference removal [6]. In contrast to the Fourier
transform, where the signal is projected to all the image-domain bases
simultaneously, the adaptive algorithm searches and extracts the indi-
vidual target scattering features one at a time in an iterative fashion.
When applied to the present problem, the aliasing error caused by the
interference between different target scattering features can be avoided.
Therefore, after all the main features are extracted, they can be dis-
played in the ISAR image plane without the aliasing effect. We verify
this algorithm by constructing the ISAR image using the chamber mea-
surement data of the model VFY-218 airplane [7]. It is found that a rea-
sonable ISAR image can be constructed from seriously undersampled
data.

II. A DAPTIVE FEATURE EXTRACTION (AFE) ALGORITHM

In standard ISAR image construction, the target is assumed to be a
collection of point scattering centers. Under the small-angle approx-
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imation, the scattered field from the target observed as a function of
frequency and angle can be written as

E(f; �) =

N

i=1

O(xi; yi)e
�2jkx cos ��2jky;sin �

�=

N

i=1

O(xi; yi)e
�2jkx �2jk �y (1)

whereO(xi; yi) is the amplitude of theith scattering center,k is the
free-space wave number, andkc corresponds to the wave number at
the center frequency.xi andyi denote the down range and cross-range
dimensions, respectively. We assume that the sampling in frequency
is uniformly spaced and dense enough to satisfy the Nyquist criterion
since it is completely controlled by the radar. Thus, the range pro-
file versus angle data can be generated from the frequency-aspect data
by applying a one-dimensional (1-D) Fourier transform along the fre-
quency dimension. We shall denote the result asR(x; �)

R(x; �) =

N

i=1

O(xi; yi)Sx(x� xi)e
�2jk y �

: (2)

In the above expression,Sx(x � xi) is the down-range point spread
function due to the finite-length frequency domain data. Similarly, the
cross-range information can also be obtained from angular data via a
1-D Fourier transform ofR(x; �) along the angular dimension. The
resulting imageI(x; y) is

I(x; y) = R(x; �)e2jk y�
d�

=

N

i=1

O(xi; yi)Sx(x� xi) e
2jk �(y�y )

d�

=

N

i=1

O(xi; yi)Sx(x� xi)Sy(y � yi) (3a)

where

Sy(y � yi) = e
2jk �(y�y )

d� (3b)

is the cross-range point spread function due to the finite-length angular
domain data. If the data are sampled densely enough such that the nu-
merical integration can be carried out accurately, the point-spread func-
tion Sy should be a well-localized function with its peak atyi, while
rapidly decaying away from the peak. The resulting imageI(x; y) will
be a clean image with good indication of the amplitudes and posi-
tions of the target point scattering features. However, when the data
are undersampled, the numerical integration in (3b) will result in large
aliasing error that shows up as high sidelobes inSy: Consequently, the
constructed image will contain strong interference between the scat-
tering features. This effect can be interpreted as the loss of orthogo-
nality of the Fourier bases under the undersampled condition.

In the proposed approach, we use an adaptive feature extraction al-
gorithm in place of the Fourier processing. Instead of projecting the
signal onto all the exponential bases simultaneously, we search out the
strongest point scattering feature in the cross-range domain and remove
it from the original signal. Then the search is repeated for the remainder
signal and the point-scattering features are extracted one at a time until
the energy of the residue signal is smaller than a preset threshold. The
search procedure is carried out by calculating the integral in (3b) for all
points in cross range but saving only the maximum value and position,
i.e.,

[Bp; yp] = max
y

[Ip(x; y)] (4)

Fig. 1. The ISAR image constructed at 30� azimuth from the original data
using FFT.

Fig. 2. The ISAR image constructed at 30� azimuth from randomly
undersampled data using Fourier transform.

wherep denotes the stage of the iterative procedure. The remainder
signal is produced by subtracting out thepth feature

Rp+1(x; �) = Rp(x; �)�Bpe
�2jk y �

: (5)

The convergence of the above procedure is guaranteed and the math-
ematical proof is given in [2]. The advantage of such an iterative pro-
cedure is that each time we extract out the strongest feature, we also
eliminate its interference on the other features. It should be noted that
nonuniform sampling is a prerequisite to ensure that there is no ambi-
guity in the strongest features since uniformly undersampled data will
result in multiple positions of the strongest features. For simplicity, the
algorithm is repeated for each range cell of the image. A 2-D algorithm
in frequency and aspect can also be developed, if the search is carried
out for both the range and cross-range parameters. After all the features
are extracted out, we can construct an ISAR image using the amplitudes
and positions of the point scatterers.

III. RESULTS AND DISCUSSION

To examine the applicability of the algorithm on real target scattering
data, we reconstruct the radar image of a model (1 : 30 scale) VFY-218
airplane using undersampled chamber measurement data [7]. The mea-
surement data consist of an aspect window from 10� to 50� and a fre-
quency range from 8 to 16 GHz. To construct an ISAR image, we first
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Fig. 3. The ISAR image constructed at 30� azimuth from randomly
undersampled data using the AFE algorithm.

polar reformat the frequency-aspect data to the(Kx; Ky) space. The
reformatted data consist of 401 samples inKx and 438 samples inKy:
The ISAR image is first generated by fast Fourier transform (FFT) and
shown with the airplane overlay in Fig. 1. The point-scattering features
can clearly be seen. Next, we test our algorithm by generating an under-
sampled data set inKy. This is approximately the same as undersam-
pling in angle. (Note that for full size targets, this approximation gets
better.) The Nyquist sampling rate requires about 36 sampling points
in Ky and we randomly select only 24 out of the 438 points. The max-
imum sampling interval used is about four times the size of the Nyquist
sampling interval. Therefore, serious aliasing will occur if the Fourier
transform algorithm is used, as shown by the ISAR image displayed in
Fig. 2. All the features are overlapped with sidelobe noise such that the
point scattering features on the airplane can no longer be distinguished.
Next, we apply the adaptive feature extraction (AFE) algorithm to each
range cell of the image. The image is reconstructed and shown in Fig. 3.
Comparing Fig. 3 with Fig. 1, we can see the main features of the air-
plane in Fig. 3 are all well reconstructed in Fig. 1. We do observe some
noisy spots outside the target at the lower dynamic ranges in Fig. 3.
This low-level noise occurs at about 25 dB down from the key features
and presents a dynamic range limitation of the present AFE algorithm.
The algorithm has also been tested on measured data from in-flight tar-
gets with good success.
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Electromagnetic Penetration into 2-D Multiple Slotted
Rectangular Cavity: TM-Wave

Hyun H. Park and Hyo J. Eom

Abstract—Electromagnetic wave penetration into the two-dimensional
(2-D) rectangular cavity with multiple slots in an infinite conducting plane
with a finite thickness is investigated. The Fourier transform and the mode-
matching technique are used to obtain simultaneous equations, which are
solved to represent the scattered and the penetrated fields in series forms
that are suitable for numerical computations.

Index Terms—Cavity resonator, electromagnetic coupling, slot antenna.

I. INTRODUCTION

Electromagnetic penetration into the cavity with a slot has been of
importance in EMI/EMC-related problems and in the area of target
identification [1]–[4]. In this paper, the Fourier transform and the
mode-matching technique as used in [5] for electrostatic problem are
developed for studying the shielding effectivenesses of the electric
and the magnetic fields inside the two-dimensional (2-D) rectangular
cavity excited through multiple slots by a TM-polarized plane wave
where the electric field vector of the incident wave is parallel to the
axis of the shell. The solution presented in this paper is a fast-con-
verging series form, which is numerically efficient. The numerical
implementations are taken to illustrate the shielding effectiveness of
the slotted rectangular cavity in terms of the size of the cavity and the
slot and the number of slots.

II. FIELD REPRESENTATION ANDBOUNDARY CONDITIONS

An electromagnetic wave with TM-polarization is obliquely incident
on the multiple slotted rectangular cavity as shown in Fig. 1. In region
(I), the incident and reflectedE-fields are

Ei(x; y) = � ẑZ0e
ik x+ik y (1)

Er(x; y) = ẑZ0e
ik x�ik y (2)

wherekx = k0 sin �, ky = k0 cos �, k0 = !
p
�0�0 = 2�=� are

the free-space wavenumber andZ0 is the intrinsic impedance in the
free-space. The scatteredEs

z -field in region (I) is given by

Es
z(x; y) =

1

2�

1

�1

~Es
z(�)e

�i�x+i�y d� (3)

where� = k20 � �2. Assume ~Es
z(�) is the Fourier transforms of

Es
z(x; 0) given by ~Es

z(�) =
1

�1

Es
z(x; 0)e

i�x dx.

Manuscript received November 13, 1998; revised November 4, 1999.
H. H. Park is with the Radio Technology Department, Radio and Broadcasting

Technology Laboratory, Electronics and Telecommunications Research Insti-
tute (ETRI), Kajong Dong, Yusong Gu, Taejon, 305-350 Korea.

H. J. Eom is with the Department of Electrical Engineering, Korea Advanced
Institute of Science and Technology (KAIST), Taejon, 305-701 Korea.

Publisher Item Identifier S 0018-926X(00)01658-6.

0018–926X/00$10.00 © 2000 IEEE



332 IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. 48, NO. 2, FEBRUARY 2000

Fig. 1. Geometry of 2-D multiple slotted rectangular cavity: TM-wave.

In region (II) (jx�lTaj < a, 0 < y < d) the electric fieldEII
z (x; y)

inside the slot is

EII
z (x; y) =

1

m=1

[clm cos �m(y � d) + dlm sin �m(y � d)]

� sin am(x� lTa + a) (4)

wheream is the= m�=(2a) and�m is the= k20 � a2m.
In region (III) (jxj < �, d < y < d+h) the electric fieldEIII

z (x; y)
is

EIII
z (x; y) =

1

n=1

en sin 
n(y � d� h) sin �n(x+ �) (5)

where�n is the= n�=(2�) and
n is the= k20 � �2
n.

To determine the unknown coefficientsclm anddlm, we enforce the
boundary conditions onEz andHx aty = 0 andd. First, we apply the
boundary conditions onEz andHx at y = 0

Ei
z(x; 0) +Er

z (x; 0) +Es
z(x; 0)

=
EII
z (x; 0); for jx � lTaj < a

0; elsewhere
(6)

and

Hi
x(x; 0) +Hr

x(x; 0) +Hs
x(x; 0) = HII

x (x; 0);

for jx � lTaj < a: (7)

Applying the Fourier transform to (6) and solving for~Es
z(�), and

then substituting~Es
z(�) into (7), multiplying (7) bysin ap(x�rTa+a)

and performing integration fromrTa � a to rTa + a, we obtain the
simultaneous equation forclm anddlm

a3ap
2�!�0

L

l=�L

1

m=1

am[clm cos(�md)� dlm sin(�md)]I
lr
mp

=
�p

i!�0
[crp sin(�pd) + drp cos(�pd)] �mp �lr

� 2a cos �apFp(kxa)e
ik rT ; p = 1; 2; � � � (8)

where

Fm(v) =
(�1)meiv � e�iv

v2 � (m�=2)2

Fig. 2. Shielding effectiveness at the center of a slotted rectangular cavity
compared with the measured electric shielding effectiveness of 3-D rectangular
cavity (40� 20� 50 cm) with an aperture (10� 2 cm);a = 5 cm,� = 20

cm,h = 50 cm,d = 0:4 cm,� = 0
�.

and

I lrmp =
1

�1

�Fm(�a)Fp(��a)e
i�(l�r)T d�: (9)

Similarly, by using the boundary conditions aty = d, we obtain an-
other simultaneous equation forclm anddlm

1

a�

L

l=�L

1

m=1

clm

1

n=1


nO
l
mnO

r
pn

tan(
nh)
= ��p d

r
p (10)

where

Ol
mn =

am
�2
n � a2m

fsin [�n(a� �� lTa)]

+ (�1)m sin[�n(a + �+ lTa)]g: (11)

III. N UMERICAL COMPUTATIONS

To illustrate the relation between the field formulation and the res-
onant modes,EIII

z at the center inside the cavity from (5) is roughly
given by

EIII
z (x = 0; y = d+ h=2) � sin

n�

2
sin 
n

h

2
: (12)

And theEz field for the (n; l) mode of the 2-D rectangular cavity
without any slot is given by

Ez(at the center) � sin
n�

2
sin

l�

2
: (13)

Putting the above equations equal, we can induce the relation as fol-
lows:

k20 = �2
n +

l�

h

2

: (14)

Due to the symmetry with respect to they-axis, only odd numbers are
allowed for the indexn.

Fig. 2 shows the shielding effectiveness at the center of the 2-D rect-
angular cavity with a slot, wherea = 5 cm,� = 20 cm,h = 50 cm,
d = 0:4 cm, and� = 0�. The shielding effectiveness is defined as the
ratio of field (electric and magnetic) strengths in the presence and ab-
sence of the slotted rectangular cavity.

The resonances at 480.1, 707.7, and 974.7 MHz appear as dips of
the electric and the magnetic shielding effectivenesses. The first and
the second dips of the electric shielding effectiveness correspond to
(n = 1, l = 1), and (n = 1, l = 3) in (14), respectively, and the dip
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Fig. 3. Electric shielding effectiveness at the center of rectangular cavity with
multiple slots as a function of the number of slots;a = 1 cm,T = 3a,� = 20

cm,h = 50 cm,d = 0:4 cm,� = 0
�.

of the magnetic shielding effectiveness corresponds to (n = 1, l = 2)
in the same equation.

Fig. 2 also shows that there is good agreement between the electric
shielding effectiveness of the 2-D rectangular cavity with a slot and the
measured one of the three-dimensional (3-D) rectangular cavity (40�

20� 50 cm) with a aperture (10� 2 cm) [6]. The reason of this good
agreement is that the dominant electric field vector of the long and thin
aperture on the 3-D rectangular cavity is perpendicular to the longer
side of the aperture and is approximately uniform along the shorter
side. This means that the dominant electric field of the aperture on the
3-D rectangular cavity is effectively equal to the electric field inside
the slot of the 2-D rectangular cavity with TM-wave.

Fig. 3 shows the electric shielding effectiveness of the multiple
slotted cavity (a = 1 cm,Ta = 3a, � = 20 cm,h = 50 cm,d = 0:4

cm, and� = 0
�) at 100 and 600 MHz as varying the number of slots.

Increasing the total area of slots by adding a slot one by one reduces
the shielding effectiveness by about 3 dB each time.

IV. CONCLUSION

Electromagnetic wave penetration into 2-D multiple slotted rectan-
gular cavity with TM-wave is investigated. By using the Fourier trans-
form and the mode-matching technique, we obtain a solution in a fast-
converging series form. Numerical computations are accomplished to
show the shielding effectiveness inside the cavity in terms of the size
of the cavity and the slot and the number of slots.
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High-Gain Low-Sidelobe Double-Vee Dipoles

Neal Patwari and Ahmad Safaai-Jazi

Abstract—This paper introduces a novel variation of the vee dipole
antenna consisting of two coplanar vee dipoles with a common feed point.
It is referred to as a double-vee dipole. Radiation characteristics of the
double-vee dipole antenna are investigated numerically and experimen-
tally. It is shown that the double-vee dipole can provide significantly higher
directivity and lower sidelobes and back radiation than the conventional
vee dipole. With increasing arm length, the directivity of the double-vee
dipole exhibits a series of local maxima. Measured and predicted radiation
patterns for a fabricated double-vee dipole are presented and shown to be
in good agreement.

Index Terms—Dipole antennas, directive wire antennas, vee antenna.

I. INTRODUCTION

The vee dipole is a well-known geometry developed as a modifi-
cation to the linear dipole with the aim of increasing its directivity
[1]. It has also been shown that by using an arm-shaping technique
involving parabolic shapes, the directivity of dipoles can be increased
[2]. Double-vee dipole configurations have been investigated for the
generation of circularly polarized fields [3]. In such antennas, the
vee dipoles have separate feed points and lie in different planes. The
double-vee dipole presented here consists of two coplanar vee dipoles
with a common feed point. Numerically calculated radiation charac-
teristics and measured far-field radiation patterns are presented in this
paper and show that the double-vee dipole can increase directivity and
decrease sidelobe level and back radiation compared to the vee dipole.
The measurement of the radiation pattern of one double-vee dipole is
detailed in this article as a representative case.

II. DESIGN OPTIMIZATION

A double-vee dipole is specified using four independent geomet-
rical parameters, as shown in Fig. 1. The simulation uses the Numer-
ical Electromagnetics Code v.2 (NEC-2) to perform an exhaustive op-
timization search. Each possible geometry (with a length granularity
of 0.03� and a angle granularity of 1�) over wide ranges of all four pa-
rameters is simulated. The exterior arm length is varied over a range
of 1:0� < L1 < 3:0�, while the interior arm is kept shorter than
exterior arm to limit the footprint:0 < L2 < L1. The angle of the
exterior arm is varied over a range of3� < 	1 < 90

�, while the
interior arm angle	2 is always at least 3� smaller than	1. Allowing
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Fig. 1. Geometry and coordinates for the double-vee dipole.

Fig. 2. Variations in maximum directivity versusL =� for conventional and
double-vee dipoles.

the arm wires to be closer than 3� to each other would make the antenna
difficult to fabricate and also lead to numerical inaccuracies in NEC-2
simulation results.

After tabulating all of the simulation results, geometries are found
that produce the highest directivity for each exterior arm lengthL1: In
Fig. 2, this directivity is plotted. Also plotted, for comparison, is the
NEC-2 predicted directivity of a conventional vee dipole with length
L1 and the optimum angle given in [1].

III. RADIATION CHARACTERISTICS

The results in Fig. 2 show that the directivity of the double-vee dipole
can be as much as 2.2 dB higher than the conventional vee dipole with
the same arm length. It is further observed that as a function ofL1, the
directivity of the double-vee dipole exhibits a series of local maxima.
The geometries of the double-vee dipoles corresponding to the four
local maxima in Fig. 2 are referred to here as theoptimum solutions
and are described in Table I. An antenna designer should use these
geometrical parameters to take full advantage of the higher directivity
and lower sidelobe and backlobe radiation levels that are possible with
the double-vee dipole.

The average front-to-back ratio for the four optimum solutions listed
in Table I is 10 dB. For the smallest optimum solutions (#1 and #2), the

TABLE I
OPTIMUM-DIRECTIVITY DOUBLE-VEE DIPOLE SOLUTIONS: DESIGN

PARAMETERS AND CHARACTERISTICS

Fig. 3. (a) Directivity, antenna system gain (directivity minus reflection loss).
(b) Input impedance versus frequency for optimum solution #3 designed for
f = 300 MHz.

backlobe is lower than the other sidelobes. With each larger optimum
solution, the backlobe radiation level increases while the other sidelobe
levels decrease. Overall, the beamwidth decreases and the directivity
increases, even as the front-to-back ratio decreases. The backlobe ra-
diation level of the double-vee dipole is about 7 dB lower than that of
a conventional vee dipole [1]. It is particularly interesting that the op-
timum solutions haveL1 andL2 that increment by approximately�=2
for each larger solution. It can be inferred from these results that even
larger, more directive optimum solutions can be found by successively
raisingL1 andL2 by �/2 and then finding the optimum	1 and	2.
The input impedance has a significant reactive component that arises
from the resonant nature of the double-vee dipole. The real and imag-
inary parts of the input impedance are about 400 and 100
, respec-
tively, at the center frequencies of optimum solutions two, three, and
four. Fig. 3(b) shows the input impedance of a double-vee dipole de-
signed for optimum solution #3 at a center frequencyfc = 300 MHz.
To show the effects of the input impedance on the bandwidth, the an-
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Fig. 4. Predicted(����) and measured (——) E-plane radiation pattern,
optimum solution #3 with parameters given in Table I with� = 12:5 cm.

tenna is matched to a 300
 transmission line by means of a short-circuit
single-stub tuner. The tuner is arranged such that the double-vee dipole
is perfectly matched to 300
 at the antenna’s center frequency. Fig.
3(a) plots the directivity of the antenna and the antenna system gain
(the directivity minus the reflection loss) versus frequency. The 3-dB
bandwidth of each optimum solution double-vee dipole, assuming that
a short-circuit single-stub tuner is used for perfect matching atfc is
given in Table I. Note from Fig. 3(a) that a double-vee dipole designed
for maximum directivity at 300 MHz can also be operated at other fre-
quencies. Different multiband characteristics are possible with each op-
timum solution.

Measurements of all four optimum solution double-vee dipoles were
conducted. Each was constructed using aluminum wire with a diameter
of 3 mm and mounted on thin cardboard. The double-vee dipole at the
optimum solution #1 was constructed with� = 20 cm and measured at
1.5 GHz and was presented in the preliminary phase of our research [4].
The other three double-vee dipoles were built with� = 12:5 cm and
measured at 2.4 GHz. Fig. 4 shows the measured far-field E-plane pat-
tern in decibels for optimum solution #3. The measured and predicted
half-power beamwidths are the same at 18�. The measured back radi-
ation level is more than 10 dB below the main lobe peak. Also shown
in Fig. 4 are the numerically calculated radiation patterns from NEC-2.
The measured and predicted patterns for all four optimum solutions
show similar agreement.

IV. CONCLUSIONS

The double-vee dipole is as compact and low-cost as the vee dipole
but has significant advantages. In this paper, a series of optimum so-
lutions for the double-vee dipole are presented that yield sidelobe and
backlobe radiation level reductions of up to 7 dB and directivity in-
creases of 2.2 dB compared to the vee dipole. The double-vee dipole is
also shown to be well suited for multiband operation. Radiation prop-
erties of the optimum solutions are investigated both numerically and
experimentally. Since measured results accurately match numerical re-
sults, the double-vee dipole promises simple and predictable design

and construction. The calculated and measured results both suggest that
the double-vee dipole is a promising candidate for applications, where
the bandwidth requirement is modest and higher gain and lower side-
lobe and backlobe levels are desired to reduce interference effects and,
hence, improve the quality of information signals.
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Exact Geometrical Optics Solution for an Isorefractive
Wedge Structure

Piergiorgio L. E. Uslenghi

Abstract—A structure consisting of four right-angle wedges with a
common edge, made of four different materials isorefractive to one another
is considered. If a certain relation is satisfied among the four intrinsic
impedances of the materials, then an incident plane wave generates
reflected and transmitted plane waves that constitute the exact solution
to the boundary-value problem. This geometrical-optics exact solution is
valid for arbitrary polarization and arbitrary direction of incidence of the
primary wave.

Index Terms—Complex media, electromagnetic diffraction, electromag-
netic reflection and transmission, geometrical optics, isorefractive material.

I. INTRODUCTION

Boundary-value problems involving isorefractive materials and for
which geometrical optics represents the exact solution have been solved
for a wedge structure [1] and a paraboloid [2] under plane wave exci-
tation and for an isolated wedge with a line source at its edge [3]. In
this letter, a new solution is presented for a structure consisting of four
90� wedges with a common edge, each filled with a linear, homoge-
neous, and isotropic material. The four materials are isorefractive to
one another. It is shown that geometrical optics yealds the exact solu-
tion when the primary source is a plane wave with arbitrary direction
of incidence and arbitrary polarization, provided that a certain relation
is satisfied among the intrinsic impedances of the four materials. This
new solution was presented recently at a symposium [4].
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Fig. 1. Geometry of the problem.

Consider the geometry shown in Fig. 1. The space is divided into
four quadrants by the two planesAOC andBOD perpendicular to
each other. Fig. 1 is a cross section of the structure, perpendicular to
the common edgeO of the four 90� wedge regions. Each quadrant
is filled with a linear, homogeneous, and isotropic material of electric
permittivity " and magnetic permeability� such that

"h�h = "l�l; (h; l = 1; 2; 3; 4) (1)

i.e., the four wedge regions are isorefractive to one another, but have
different intrinsic impedances given by

Zl =
�l

"l
; (l = 1; 2; 3; 4): (2)

For incidence from quadranth of intrinsic impedanceZh on the inter-
face separating it from quadrantl of intrinsic impedanceZl, the reflec-
tion coefficientRhl and the transmission coefficientThl are given by

Rhl =
Zl � Zh

Zl + Zh

; Thl =
2Zl

Zl + Zh

(3)

and are independent of both direction of incidence and polarization of
the incident wave.

A plane wave with electric field of unit amplitude and propagating
inside the first quadrant in the directionO1O perpendicular to the edge
is reflected and transmitted at the interfacesOA between the first and
second quadrants andOD between the first and fourth quadrants. In-
cidence onOA generates a reflected plane wave propagating from
A to D with amplitudeR12 and a plane wave transmitted into the
second quadrant and propagating fromA to B with amplitudeT12.
The reflected wave incident on the interfaceOD with amplitudeR12

is partly reflected into the first quadrant with amplitudeR14R12 and
partly transmitted into the fourth quadrant with amplitudeT14R12. The
transmitted wave incident on the interfaceOB with amplitudeT12 is
partly reflected into the second quadrant with amplitudeR23T12 and
partly transmitted into the third quadrant with amplitudeT23T12. Sim-
ilar considerations apply to that portion of the primary plane wave that
is incident from the first quadrant on the interfaceOD between the first
and fourth quadrants. All incident, reflected, and transmitted waves are
shown with their amplitudes in the ray tracing of Fig. 1.

The total field in the first quadrant consists of four plane waves: the
incident wave propagating in the directionO1O with unit amplitude,
a doubly reflected wave propagating in the directionOO1 with ampli-
tudeR12R14, a reflected wave propagating in the directionAD with

amplitudeR12, and a reflected wave propagating in the directionDA

with amplitudeR14.
The total field in the second quadrant is the superposition of two

fields: a transmitted plane wave propagating in the directionAB with
amplitudeT12 and a field propagating in the directionOO2 that consti-
tutes a plane wave only if no discontinuity occurs across the semiplane
OO2; that is, if

R23 = R14: (4)

Similarly, the total field in the fourth quadrant is the sum of a trans-
mitted plane wave propagating in the directionDC with amplitudeT14
and of a field propagating in the directionOO4; that is, a plane wave if

R12 = R43: (5)

Finally, the field in the third quadrant is a plane wave propagating in
the direction of incidenceOO3 if

T23T12 = T43T14: (6)

With the use of (3), it is easily proven that conditions (4)–(6) are
satisfied if and only if

Z1Z3 = Z2Z4: (7)

If this condition is not satisfied, then diffraction occurs at the common
edge of the four wedges and geometrical optics no longer represents
the exact solution. Relation (7) may be rewritten with the aid of (1) and
(2) as

"1"3 = "2"4 (8)

or, equivalently, as

�1�3 = �2�4: (9)

If condition (7) [or (8), or (9)] is satisfied, then the total field in each
quadrant is the sum of plane waves, the boundary conditions are satis-
fied, the edge does not scatter and geometrical optics is the exact solu-
tion of the boundary-value problem. Although this solution was derived
for incidence normal to the edge, it is easily extended to oblique inci-
dence by applying the result obtained in [5]. This is the only presently
known case in which the exact scattering by a penetrable-wedge struc-
ture is given by the geometrical optics solution for any direction of
incidence and any polarization of the primary plane wave.
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Near-Field Signature Prediction Using Far-Field
Scattering Centers Extracted from the Shooting and

Bouncing Ray Technique

Rajan Bhalla and Hao Ling

Abstract—We present a technique to predict the near-field radar cross
section (RCS) of a target using the far-field scattering centers extracted
from the shooting and bouncing ray (SBR) technique. The results gener-
ated using this methodology are verified against the brute-force SBR cal-
culations for near-field scenarios. It is demonstrated that this technique is a
fairly accurate and very efficient way to generate near-field RCS data pro-
vided that the transceiver is not very close to the target.

Index Terms—Radar, ray shooting, scattering centers, target identiifica-
tion.

I. INTRODUCTION

For many radar applications the transmitting and receiving antennas
are located in the near-field zone of the target. Under this situation,
the distance between the transmitting antenna and the target may not
be large enough to treat the incident field arriving at the target as a
plane wave. Similarly, the distance between the receiving antenna and
the target may not be large enough to treat the scattered field arriving
at the receiver as a plane wave. Hence, the far-field assumption is not
valid and a near-field analysis is necessary. One of the existing method-
ologies to compute near-field radar cross section (RCS) is to use the
shooting and bouncing ray (SBR) technique [1], [2]. In the SBR tech-
nique, rays are launched at the target from the phase center of the trans-
mitting antenna and are traced according to the law of geometrical op-
tics. At the exit point of each ray, a ray-tube integration is performed
to find its contribution to the total scattered field at the receiving an-
tenna, taking into account of the distance from the ray tube to the re-
ceiver location. Although the SBR methodology is straightforward, for
typical radar applications the problem involved often contains a large
number of parameter combinations. For example, in typical missile en-
gagement simulations, the scattered field is of interest at different trans-
ceiver locations and for different antenna patterns. Each combination is
a new problem and requires that the whole computation be carried out
each time. This can lead to an inordinately large amount of computation
time. In this letter, we present a technique to predict the near-field RCS
of a target by taking advantage of the far-field scattering centers ex-
tracted using the existing capability of the SBR technique [3], [4]. The
basic idea is to extract the far-field three-dimensional (3-D) scattering
centers once and then use the strengths and positions of the extracted
scattering centers to reconstruct the near-field RCS at different trans-
ceiver locations. Since the extraction is done only at the far-field range
and the reconstruction can be carried out very quickly, this method-
ology is potentially a very efficient way to compute near-field RCS.

II. NEAR-FIELD RCS PREDICTION USING FAR-FIELD

SCATTERING CENTERS

It is well known that the scattered far field from an electrically large
target can be modeled by a discrete set of scattering centers on the
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Fig. 1. (a) Three-dimensional far-field scattering center model of a target. (b)
Near-field RCS prediction based on far-field scattering centers.

target [see Fig. 1(a)]. The monostatic 3-D scattering centers at a given
incident direction can be sparsely represented by a set of numbers
fAn; RRRng, whereAn is the strength of a scattering center andRRRn is
its 3-D location. The 3-D scattering center extraction methodology of
a target using the SBR technique has been developed recently in [3]
and [4]. To predict near-field data using the far-field scattering centers,
we argue that each scattering center models the interaction between
the incident electromagnetic wave and a localized portion of the
target. The portion of the target that gives rise to each scattering center
is much smaller than the whole target. Consequently, the scattering
phenomenon represented by each scattering center is expected to be
valid at a distance much closer than the usual far-field range criterion
of L = 2D2=�, whereD is the maximum target dimension and�
is the wavelength. At very closed-in ranges the scattering centers
themselves will be defocused and this interpretation may no longer be
valid.

Next, we provide the formula to reconstruct the monostatic near-
field from the monostatic far-field scattering centers. To reconstruct
the scattered field,Es at a frequencyf for a transceiver located atRt,
we sum up the contribution of each scattering center as [see Fig. 1(b)]

Es(f; RRRt) =
n

An exp �j
4�f

c
jRRRt �RRRnj

�
RRR2

t

jRRRt �RRRnj2
: (1)

Notice that in addition to the phase term to take into account of the
near-field effect, we also use a range correction for the amplitude of
each scattering center. The scattered field defined in (1) has been nor-
malized so that it will reduce to the far-field RCS asRRRt approaches
the far-field range [5], [6]. If the antenna pattern is not isotropic, the
effect of the antenna pattern can also be accounted for in (1). In ad-
dition, although only the monostatic scattering is considered in this
paper, the methodology is extendible to the more general bistatic sce-
nario. It should also be noted that the reconstruction in (1) is based on
single-bounce scattering mechanisms and is not very accurate for scat-
tering centers whose contribution comes from high multibounce mech-
anism.

III. RESULTS

Two numerical examples are presented to demonstrate the accuracy
of this technique. The reconstructed near-field RCS from far-field scat-
tering centers is compared to the brute-force SBR results as a function
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(a)

(b)

Fig. 2. Comparison of the near-field RCS computed by brute-force SBR and
by scattering center prediction for a conical target. (a) Target geometry. (b)
Near-field RCS versus range.

of range of the transceiver. The antenna pattern of the transceiver is as-
sumed to be isotropic and horizontally polarized. The first example is
a simple canonical target comprising of two triplates mounted on an
elongated box as shown in Fig. 2(a). The monostatic 3-D scattering
centers are extracted at an incident azimuth angle of�15� and an ele-
vation angle of 15�. The far-field criterion for this 3-m target is 760 m
at 12.65 GHz. The near-field RCS is computed as the transceiver is
moved closer to the target at the same fixed incident angle of (�15�,
15�) and the range was varied from 320 to 15 m. Fig. 2(b) shows the
near-field RCS comparison between the brute-force computation and
the scattering center reconstruction plotted on a logarithmic scale of
the range. The agreement between the two profiles is very good, even
up to a very closed-in range of 50 m. The pattern observed in the RCS
profile is consistent with the beating of two strong scattering centers at
the two triplate positions.

The second example is a full-size airplane. The monostatic 3-D scat-
tering centers are extracted at an incident (AZ, EL) angle of (120�,
�18�). The far-field distance for this 20-m target is 27 000 m at 10 GHz.
The near-field RCS is computed as the transceiver is moved closer to
the target at the same fixed incident angle of (120�,�18�) and the range
was varied from 25 000 to 200 m. Fig. 3 shows the near-field RCS com-
parison between the brute-force SBR computation and the scattering
center reconstruction plotted on a logarithmic scale of range. Even
though this target has some multibounce returns from inlet ducts whose
reconstruction will not be very accurate using scattering center predic-
tions, the reconstructed RCS captures the salient feature of the brute-

Fig. 3. Comparison of the near-field RCS computed by brute-force SBR and
by scattering center prediction for a full-size airplane.

force SBR computation. The comparison degrades as we get closer to
the target. In terms of computation time, the brute-force computation
takes roughly 30 min/range point on an SGI R4400 workstation. The
scattering center extraction itself can be carried out in about 30 min.
Once the scattering centers are extracted, however, the reconstruction
can be done in seconds at all the range values. Hence, the scattering
centers offer tremendous computation time savings for the computa-
tion of near-field RCS.

IV. CONCLUSION

In this paper, we presented an efficient technique to predict near-field
RCS using far-field scattering centers extracted from the SBR tech-
nique. Such a scheme allows us to generate the near-field RCS in real
time for a variety of input parameters such as range and antenna pat-
terns. For very closed-in ranges, however, this scheme is expected to
break down as the scattering centers become defocused. In addition,
such prediction is based on single-bounce scattering and will not be as
accurate for multibounce returns. Although only near-field monostatic
scattering is considered in this paper, the methodology can be extended
to handle more general bistatic scenarios.
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Matrix-Exponent Formulations for Wave Radiation and
Propagation in Anisotropic Stratified Ionosphere

M. Y. Xia and Z. Y. Chen

Abstract—A matrix-exponent method is developed to treat wave radi-
ation and propagation in anisotropic stratified ionosphere. By using ma-
trix-exponent formulations, the present approach is relatively compact for
expressions and reliable for computations. As an example, the method is
used to calculate the ELF excitation of the earth-ionosphere waveguide by
an equivalent dipole resulted from heating the lower ionosphere with mod-
ulated HF waves. Simulation results are presented and compared for dif-
ferent latitudes.

Index Terms—Anisotropic media, electromagnetic propagation, ELF
propagation, ionosphere.

I. INTRODUCTION

One aspect to study the wave radiaton and propagation in ionosphere
in recent years is to calculate the ELF radiations produced by heating
the lower ionosphere with powerful modulated HF waves, which, to
some extent, has been demonstrated to be feasible [1], [2]. In order to
obtain some explicit forms, a few simplified models such as neglecting
the geomagnetic effects [3] were adopted. A more practical anisotropic
multilayered model was used by Yagitaniet al. [4], but their numerical
techniques previously developed by Naganoet al. [5] were actually
hard to master. There is a general dyadic method proposed by Habashy
et al.[6]; this method is unfortunately too complicated to code for com-
putations.

In this letter, a new approach using matrix-exponent formulations is
deveolped, which is comparatively elegant for expressions and reliable
for computations. By directly dealing with matrix exponent, which is
an intrinsic function in some languages such as Mathematica, many
matrix-handling difficulties are actually avoidable. To overcome the
troublesome numerical swamping problem, a useful scale-down trick
is introduced, which is helpful for us to extract stable solutions. As an
example, the present approach is used to calculate the ELF excitation
of the earth-ionosphere waveguide by an dipole source in the lower
ionosphere. Simulation results are presented and compared for three
areas, Tromsø (Norway), Beijing and Haikou (China), with latitudes
79�, 40�, and 20�, respectively.

II. THE APPROACH

Refer to Fig. 1. Suppose that the radiation source is a dipolePPP lo-
cated atzs above the ground and the time dependence ise�j!t. The
Maxwell equations for the present problem are

r�EEE = j!�0HHH

r�HHH = JJJs � j!�0KKK �EEE (1)

whereJJJs = PPP�(x)�(y)�(z � zs) andKKK is a [3� 3] matrix—the
relative dielectric tensor of the medium.

Taking Fourier transform of (1) in horizontal directions with respect
to (x; y)$ (k0Sx; k0Sy) and eliminatingEz andHz we have

dVVV

dz
= jk0QQQ � VVV + VVV s�(z � zs) (2)
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Fig. 1. Configuration of the stratified ionosphere. The first layer is the earth
and theN th layer is outer space, while the source is lacated in the`th layer.X
eastward,Y northward, andZ upward.

where k0 = !
p
�0�0 is the wave number in free-space,

VVV = [Ex; �Ey; Z0Hx; Z0Hy]
T is a column vector representing the

tangential components of the fields,VVV s = Z0[0; 0; 0; �Px]
T reflects

the source,Z0 = 120� is the wave impedance in free-space, and (3),
shown at the bottom of the next page, withKij(i; j = 1; 2; 3) the
elements of the dielectric tensorKKK.

The solution to (2) can be expressed in matrix-exponent form as

VVV (z) =

[aaa1 aaa2] �CCC1; z = z1 = 0

exp[jk0QQQi(z � zs)] �CCCi;

zi�1 � z � zi; i 6= 1; `; N

exp[jk0QQQ`
(z � zs)] � CCC` �

1

2
VVV s ;

zs < z � z`; z`�1 � z < zs

[aaa3 aaa4] �CCCN ; z = zN�1

(4)

whereaaa1 andaaa2 are two appropriate eigenvectors ofQQQ1, so areaaa3
andaaa4 of QQQ

N
. CCC1 andCCCN , which are [2� 1] vectors, andCCCi(i =

2; 3; � � � ; N � 1), which are [4� 1] vectors, are constant vectors
to be determined by boundary conditions. To express the solution in
matrix-exponent form, which is an intrinsic function in some languages
such as Mathematica can avoid many numerical troubles that must arise
if solving the eigen-problem of matrixQQQ in each layer.

Let PPP i(z� z0) = exp[jk0QQQi
(z� z0)](zi�1 � z; z0 � zi). Be-

cause the vectorVVV must be continuous at the interfaces, from (4) we
have

VVV (z�s ) = CCC` �
1

2
VVV s = DDD �CCC1

VVV (z+s ) = CCC` +
1

2
VVV s = UUU �CCCN

(5)

where (6), shown at the bottom of the next page. SoDDD andUUU are [4�
2] matrices. From (5), we get

UUU �CCCN �DDD �CCC1 = VVV s

UUU �CCCN +DDD �CCC1 = 2CCC`

(7)

hence

CCC` =
1

2
[UUU DDD] � [UUU �DDD]�1 � VVV s: (8)

It should be noted that we calculateCCC` instead ofCCC1 andCCCN , which
are highly unstable. The matricesDDD andUUU are always good-posed and
can be scaled down at any moment when they are being calculated
backwardly from (6); that is,DDD andUUU can be replaced byDDD �A and
UUU � B, respectively, whereAAA andBBB are arbitrary [2� 2] nonsingular

0018–926X/00$10.00 © 2000 IEEE



340 IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. 48, NO. 2, FEBRUARY 2000

matrices, the result ofCCC` will remains unchange. This scale-down trick
is useful to avoid numerical swamping.

The vectorVVV atz assumed in thekth layer givenCCC` by (8) is

VVV (z) =
PPPD(z; zs) � CCC` �

1
2
VVV s ; z < zs

PPPU (z; zs) � CCC` +
1
2
VVV s ; z > zs

(9)

wherePPPD(z; zs) orPPPU (z; zs), named as the propagation matrix from
zs to z is specifically (10), shown at the bottom of the page. Ifk = `,
VVV is already given by (4) depending onz > zs or z < zs. Again the
calculation ofVVV by (9) using (10) should be backwardly performed.

Once the horizontal components are known, the vertical components
of the fields can be written as

Ez =
1

K33
(�K31Ex �K32Ey + SyZ0Hx � SxZ0Hy)

Z0Hz = SxEy � SyHx:
(11)

Finally, the fields at any point can be numerically obtained by taking
inverse Fourier transform of (9) and (11), i.e.,

FFF (x; y; z) =
�Sx�Sy

�20

N �1

n =�N

N �1

n =�N

FFF (nx�Sx; ny�Sy; z)

� ejk (n �S x+n �S y) (12)

whereFFF = [Ex; �Ey; Ez; Z0Hx; Z0Hy; Z0Hz ]
T , �0 = 2�=k0 is

the wavelength in free-space. The computed ranges of the fields inX
andY directions are confined by�Sx; �Sy, while the resolutions are
determined byNx andNy . For instance, if�Sx = �Sy = 1=10,
Nx = Ny = 20, thenXmax = Ymax = �=(k0�Sx) = 5�0, while
the resolutions are�X = �Y = Xmax=Nx = (1=4)�0.

III. SIMULATIONS

The formulations outlined above are used to calculated the ELF
excitation of the earth-ionosphere waveguide by a dipole lacated in
the lower ionosphere, which can be supposed to be produced by HF
heating—a possible approach of ELF generation that may be used for
communications to submarines. Ionospheric parameters, including the
number densities of electron, different molecules, atoms, and ions, are
obtained from MSIS-89 and IRI-89 softwares for summer middays.
Collision frequencies between different particles are calculated by
using [7, eq. (408)] and the dielectric tensorKKK through [8, eq. (4.6.4)].
The geomagnetic strength is taken to be 0.5 Gauss and the conductivity
of the ground to be 0.01 S/m.

Fig. 2. Field distributions on the ground inX direction. The radiation sources
are supposed to be at 76 km above the ground, 30 A� km in strengths, 100 Hz
of frequency, and directed in west–east. Note: 0 dB= 1 V/m or 1 A/m. (a)
Magnitudes of electric fields, (b) magnetic field strengths, and (c) comparisons
of the quasi-TEM waves for the three latitudes.

QQQ =
1

K33

�K31Sx K32Sx SxSy K33 � S2x

K31Sy �K32Sy K33 � S2y SxSy
K23K31 �K33(K21 + SxSy) K33 K22 � S2x �K23K32 �K23Sy K23Sx

K33 K11 � S2y �K13K31 K13K32 �K33(K12 + SxSy) K13Sy �K13Sx

(3)

DDD = PPP `(zs � z`�1) � PPP `�1(z`�1 � z`�2) � � �PPP 2(z2 � z1) � [aaa1 aaa2]

UUU = PPP `(zs � z`) � PPP `+1(z` � z`+1) � � �PPPN�1(zN�2� zN�1) � [aaa3 aaa4]
(6)

PPPD(z; zs) = PPP k(z � zk) � PPP k+1(zk � zk+1) � � �PPP `�1(z`�2 � z`�1) � PPP `(z`�1 � zs); k < `

PPPU (z; zs) = PPP k(z � zk�1) � PPP k�1(zk�1 � zk�2) � � �PPP `+1(z`+1 � z`) � PPP `(z` � zs); k > `
(10)



IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. 48, NO. 2, FEBRUARY 2000 341

The field distributions on the ground for Beijing area are plotted
in Fig. 2(a) and (b). It shows thatjEzj is much larger thanjExj and
jEyj, while jHz j is much smaller thanjHxj and jHyj. This proves
that the fields in the earth-ionosphere waveguide are dominantly
transversal, i.e., the so-called quasi-TEM waves. A comparison of
the field strengths ofjEzj and jHyj, the principal components of the
QTEM waves, for Tromsø, Beijing and Haikou, latitudes north 79�,
40�, and 20�, respectively, is illustrated in Fig. 2(c). Little differences
exist for the three regions if the sources are the same in strength,
frequency, and height.
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