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The Simultaneous Interpolation of Antenna Radiation
Patterns in Both the Spatial and Frequency Domains
Using Model-Based Parameter Estimation

Douglas H. WernerSenior Member, IEEEBNnd Rene J. Allard

Abstract—The Padé rational function fitting model commonly —multitude of curve and surface fitting algorithms available [1],
used for model-based parameter estimation (MBPE) in the fre- which often incorporate polynomial and binomial fitting models
quency domain is enhanced to include spatial dependence in the g ona- and two-dimensional curves and surfaces, respectively.
numerator and denominator coefficients. This allows the function = ituati h h f ’ d d
to interpolate an antenna radiated electric field pattern in both the or some siua 'O_ns_' owever, such as rquency epen enF:e
frequency and spatial domains simultaneously, such that a single in the case of radiation patterns, these functions are not suffi-
set of coefficients can be used to accurately reconstruct an entire cient to represent the data in question and an interpolation model
radiation pattern at any frequency in the fitting-model range. must be chosen, which takes into account the physics behind the
A simple procedure is introduced for transforming interpolated r5phjem. Such models fall into a class of data-fitting algorithms

electric fields into gain patterns using input impedance versus . .
frequency curves also obtained via MBPE. The utility of this known as model-based parameter estimation (MBPE).

method is demonstrated by applying it to a dipole antenna over A series of articles by Miller [2]-[5] describes in detail the
a frequency range of 150-950 MHz and using a polynomial theory behind the MBPE interpolation process and gives many
representation in @ for the coefficient spatial dependence. Itis also examples to which it may be applied. In [2] and [3], the moti-
used to estimate radiation patterns for a three-element Yagi array ation for using physically based model equations to represent
between the frequencies of 470 and 500 MHz using a binomial ters in elect fi licati S | ith
representation for the spatial variation that includes terms depen- paramg ersine ec_ romagnetics gpp icationsis given, along wi
dent on @ as well asé. The use of this method for interpolating & detailed tabulation of many different types of model-based
radiation patterns has at least two significant advantages; one equations, which are in common use. The modeling, sampling,
being large compression ratios for the amount of data that must and solution of MBPE problems for both spatial and frequency
be stored to accurately reproduce patterns and the other being a 4o main problems, including the use of matrix inversion tech-
significant decrease in the amount of time required for modeling . t ve for the int lati fficients. is d ibed i
problems with large computational domains. niques to solve for the interpolation coefficients, is described in
[4]. Specific applications to antennas are considered, including
the use of MBPE to interpolate the input impedance of an an-
tenna as a function of the operating frequency. Other applica-
tions mentioned for MBPE are the filtering of noisy data, the
I. INTRODUCTION determination of scattering patterns from antennas, antenna ra-

T HE process of creating a large database of antenna ra‘HF-;F'O” pa;tetrn analyi_sls aAr:d syntgessf, and scbhem evg::c; Oc.)ti'ng
ation patterns containing both spatial and frequency d plimum data sampling. A procedure forcombining Wi

main information can be an arduous task, especially when cd 1€ method of moments (MoM) that leads to an efficient tech-

sidering the amount of space on storage media required to a ue for_ solving electric field integral equat_ions (EFIE'S) is
rately reproduce these patterns. A typical high-fidelity radiatio?\u“!ned in [5].' In [6], the use of MBPI_E IS dlscugseq for re-
cing numerical error or error due to inadequacies in param-

pattern will contain more than 64 000 data points in its spati H timati d.in 171 th t of optimized i
domain representation alone. If information on how this patteﬁjier estimation and, in [7], the concept of optimized sampling

changes as a function of frequency is desired, the only soluti:ﬁrpresemed in some detail with particular emphasis placed on

currently available is to store an entire spatial pattern for evelyduency domain applications. A method for using MBPE to

frequency within the operational range of the antenna. Clear} f)del the spatial dependence of antenna radiation patterns is

a scheme whereby high-fidelity radiation patterns can be int ven byMiIIer i_n [8], with the objective of reducing the ”.L"T‘bef
polated, compressed, and then regenerated at differing |eve|§)f0$fampllng points needed to accurately represent radiation and

fidelity in both space and frequency is highly desirable. In mal atte:ng p()jatternstfo: zn'ten;a;. tFII\;:SIIIDyE Robe:ts ind McNa-
cases, including those concerned with only the spatial variati ra have demonstrated in [9] tha can aiso be success-

of antenna radiation patterns, interpolation can be done using ) used to synthes_|z_e antenna radiation patterns at a single
requency by determining the array currents necessary to pro-

duce a desired pattern.

Manuscript received August 5, 1998; revised December 3, 1999. This WorkIn dlscussmg frequency d‘?mam appllcat!ons of M_BPE’
was supported by the Naval Information Warfare Activity (NIWA), Washington[2]-[5] make use of the Padé rational function. As pointed

Index Terms—Antenna radiation patterns, model-based param-
eter estimation.

pe. , . __out by Pres=t al. [10], functions such as this one are more
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functional forms. This procedure is know as Padé approximsampled values (either calculated or measured). One form of a
tion. Spectral response curves are known to exhibit this tyfiting model that is commonly employed in MBPE is repre-
of behavior, which suggests that the Padé rational functisented by the rational function [4], [5]

is a logical choice to use for the interpolation of frequency 5 "
dependent data sets. For example this type of function is usegl(s)— N(s) __ Not N18+2N28 o '+NZSI - ()
in [4] to interpolate the input impedance of an antenna as a D(s)  Do+Dis+Das?+---+Dg-154" +s

function of frequency. The model-order reduction that is pPOfzhereF () represents a spectral-domain fitting model (SD FM)
sible when using a rational function, as opposed to what would, opriate for the set of complex data undergoing interpola-
be pos_S|bIe if a polynomial or pther nonphysmal function Welgon, the argument represents the complex frequengy and
used, is also demonstrated in [4]. While MBPE techniquege function has: + d + 1 unknown complex coefficients [2],
have been successfully applied to the interpolation of anterpf?' [5]. By samplingF(s) at a total ofNf frequencies, the ex-

input impedance as demonstrated in [4], there has not begRssion in (1) can be written as a matrix equation of the form
any documented attempt to extend these techniques to include

interpolation of the corresponding frequency variation in the Az =b (2)
radiation patterns. i
The purpose of this paper is to present a generalized Padé¥gered andb are shownin (3), shown at the bottom of the page,

tional function fitting model that can be used to interpolate bofind

frequency and spatial characteristics of antenna radiation pat- F(s1)s¢

terns simultaneously. Although simple polynomial and binomial F(s2)st

functions cannot model accurately the pole-zero structure of the b= 2 4)
frequency response, they are quite capable of interpolating the :

spatial structure of the radiation pattern at a single frequency. F(st)s?\,f

A hybrid method for combining a rational function pole-zerg
frequency domain fitting model with a polynomial or binomiaf’
spatial domain fitting model is introduced in this paper. This r No 7
new hybrid method allows an antenna radiation pattern to be Ny
interpolated in both the spatial and frequency domains simul-
taneously such that only a single set of coefficients is neces-
sary to reconstruct the entire pattern of interest with any desired T = . (5)
angular resolution and at any frequency within the operational

range of the antenna. Two practical examples are considered in
this paper which serve to demonstrate the utility of this new hy- :
brid MBPE technique. In particular, the hybrid MBPE approach LDy |

will be shown to yield accurate reproductions of radiation pat-, . . . . .
terns for a 0.5-m dipole, modeled from 150-950 MHz, an;’ﬁ'hls matrix equation may then be solved in order to determine

three-element Yagi antenna, modeled from 470-500 MHz,?te set of appropriate numerator and denominator coefficients
a

several different frequencies within the range of each interpo or (). o .
tion model The Padé rational function (1) has been successfully used

in the past to interpolate antenna input impeda#geversus
frequency by settind”(s) equal to the sampled values of the
impedance and = jw = j2xf, wheref is the frequency at
MBPE is a form of “smart” curve fitting because it uses a fitwhich the antenna is operated [2], [4], [5]. This paper, however,
ting model, which is based on the problem physics as oppods@oncerned with developing a MBPE scheme for the efficient
to standard curve-fitting techniques that do not make use of tiderpolation of antenna radiation patterns. In order to accom-
problem physics and, consequently, tend to be much less efffiish this, the methods proposed in [2], [4], [5] must be extended
cient. The “model-based” part of MBPE involves using lowto include not only frequency variation but also spatial varia-
order analytical formulas as fitting models, while the “parametéion. This would allow radiation patterns to be reconstructed via
estimation” part refers to the process of numerically obtaininhe MBPE interpolation at any frequency within the predeter-
coefficients for the fitting model by matching it or fitting it to mined operational range of the antenna. One approach for ac-

nd the coefficient matrix is given by

Il. THEORY

| R —F(s1) —F(s1)s1 e —F(sl)s‘f_l

1 3'2 sg —F(.SQ) —F(S.Q)SQ —F(SQ?Sg_l 3)

1osny oo sky —Flsvg) —Flswp)sny - —Flsng)siy
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complishing this would be to use the rational function (1) ta matrix equation of the form given in (2) can be constructed
interpolate the frequency response of the complex far-zone véliereA andb are given by (8), shown at the bottom of the next
diated electric field at a particular value &fand ¢ [11], [12]. page, and

This technique may be applied repeatedly over a range of values

for # and¢ in order to obtain an approximation for the radiation [ (6, Sl)sg 1
pattern at any desired frequency. However, one major drawback F(01, 52)s5

of this technique is that it is not very computationally efficient :
because it requires very fine sampling resolution in the spatial F(by, st)sd,f
domain. Thisis true because in order to provide a complete set of F(B, 5)s¢
high-fidelity spatial radiation patterns at each frequency within F(82, 55)s8
the model range, a separate MBPE interpolation must be per- )

formed at every pointin space where radiation pattern data is de- b= : . 9)
sired. To obtain accurate spatial resolution, the number of sepa- F(0,, SNf)S‘f\ff
rate interpolations required and, therefore, the overall number of :

resulting interpolation coefficients becomes very large. A much : d
better approach is to assume that the numerator and denomi- F(Oo, 31)3}1
nator coefficients of (1) are functions of the spatial domain an- F(fne, 52)53
gles. This assumption allows interpolation to be performed in :

the spatial domain as well as in the frequency domain. There- L F(Oye, SA,f)S(J{,f_

fore, a much smaller number of spatial sampling points can be

used to provide the same level of resolution obtained via tFeSPectively, and’(¢;, s;) represents the value of the complex
technique described in [11] and [12] while requiring far feweglectric field at a particular sampling point. The corresponding
interpolation coefficients. For instance, we may write (1) in theoefficient matrixz is composed of thé/f x N¢ unknown com-

more general form plex coefficients given by
F(9, ) Mo
_ N8, s) ;
— D(6, s) _:
_ No()+N.(6)s+N2(8)s7 4+ -+ N (8) 5" z=| (10)
T Do(0)+D1(0)s+Do(0)s2 4 - -4 Dy_1(0)sd—1 454 ﬁ"
() &
where ther+d+1 unknown numerator and denominator coeffi- | Dg_1 |
cients now possess dependence on a spatial variable, in thiscase __
6 and thus (6) can be used to interpolate antenna radiation piere N; = [N/N}N7---NF|T fori = 0,1, ---, n and
terns as a function of both frequency and angle simultaneoud®s = [D}Dj D7 --- D] for j = 0, 1, -+, d — 1. Solving

There are several possible models, which could be adoptedfits matrix equation yields the set of numerator and denomi-
represent the dependence of these coefficients on angle. Forf@r coefficients required by (6). .
purpose of this study we have chosen to consider a simple polyThe fitting model proposed in (6) may be easily extended to

nomial model of the form include radiation patterns which not only have a dependence on
8, but also vary withy. The general form of the fitting model
No(6) :Ng + N&g + N§92 N Névgk under these conditions will be as shownin (11), on p. 387. In this
Ni(8) =N° + N1+ N262 4 ... + N¥o* case, we choose to approximate the numerator and denominator

coefficients by the following binomial expansions [1]:

' P+l
Na(8) =NJ) + N36 + N26% + - 4 Njo* Ni(8, @)= Y S NI RE VgL (12)

k=1

fan

j=
Do(0) =Dy + Dy6 + D36* + - - - + DEG*
Dy(6) =D? + D16 + D}6? + -- -+ D¥o* S L NS
Dl(e, (/)): Z Z Dlrn n,n ernfnd)nfl (13)
m=1 n=1

_ o 1 2 92 ko gk
Da-1(0) =Dgy + Dyy0+ Dy 16"+ -+ Dy, 0% (7) whereP, is the class of the binomial, or the highest powef of

fﬁﬂd¢ present in the binomial expansion. For a given binomial

wherek represents the polynomial order for each Padé coe - . S
P oy class, the number of coefficients present in the expansion is

cient.
By sampling the set of calculated or measured complex elec- (P, +1) (P +2)
tric field data atVf frequency points and, & points in space, C= 5 (14)
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and when fully expanded the coefficient functions (12) and (13) + Dél’ 1)9¢ + D((JO’ 2)¢2 -+ D( 0P
become IS D((JO’ P”)ff)P”
Di(8, ¢) =D + D¢ + DV 1 D62

+ D§1: 1)9¢ + D§0’ 2)¢2 4o g D§I)7?.:0)91)n

No(8, ¢) = NP 4 N D0+ NP 4 N0 62 oy
+ -+ DOl

+ N 0p+ NSO g NSO
+ Néo’ Pn)(/)l’n

NL(6, ¢) :Nfo’ 0) +Nf1’0)9+Nf0’ l)d)—i—NfQ’ 0) g2 Dy_1(8, ¢) :D(O, 0) (1 0)9+D(0 1)¢+D(2’f)92
+ N D0+ NP2 4 N[O + D<1 ”9¢+ DY@ 4+ DIV
o NG 4o DO (15)

: As in the previous case, the rational function defined by (11)

Nn(8, ¢) =N 4 NLOg L NODg 4 (2092 is expanded using the set of coefficients given in (15) and then
N Dy NO2Dg2 L L NP 0Py sampled at the _appropr_late number of data points in order to

A O+ NTP ANy construct a matrix equation of the form (2). The total number of

0, Pu) 4Pn . ! ) )
o R NG sampling points for this matrix i8% x N¢ x Nf whereNo and

Dy(8, ¢) :D((JO’ 04 Dél’o)e + Déo’ 1)¢ + D(()Q’O)HQ N¢ represent the total number of sampling point#iand ¢,
e 6, - 8 s I L T Byst .. Bk —F(61, s1)
1 6 - 8% s Oisg oo OFsy oo sh o Bisy - efsg —F(61, s2)
L 6 o 6F snp Bisng  cer Olsng oo shp Bishy oo OFsky —F(81, sny)
1 192 § S1 19251 9’551 b? 928711 955711 —F(Hz, 81)
1 6 g5 sy 259 -+ B5sy  --- 83 Bash ... ks —F(fs, s2)
1 192 fee 09/; SNf ‘92-5'Nf fee ¢9-§st s .S‘X;/v HQ.S‘R/[ s Hésf’w- —F(eg, S]\rf)
1 One -+ 0% si Bnesi oo ORpsi --- ST Onpst oo 0%t —F(Bne, s1)
1 Ono - 0% s Ongsa - BNgsa - 8D Onoss -+ BK,sh —F(0n0, s2)
L 1 ‘9N(9 e l‘);k\m SNF BN()S]\'f e l‘);k\ms,\r’f .. S‘r{r‘f 09,&7957\7 e (iﬁrgsxvf —F(HNQ, .S‘Nf)
—F(01, 51)8F —F(01, 51)s1 —F(61, s1)6% s e —F(#, 88 —F(f1, s))6F 777
—F(61, s2)07F —F(61, s2)s2 —F(61, s2)0%s5 ceo —F(8y, s2)s —F(f1, s9)05s37!
—F(81, snp)0f —F(81, snp)sny - —F(6h, snp)ftsny oo —F(6,snp)siy -+ —F(bh, e]\f)el eNf
—F(62, 51)0% —F(02, 51)s1 —F (62, 51)055, s —F(fa, s1)s?7 —F(83, 5,)855771
—F (B2, 52)0% —F(f2, 52)s2 —F (8, 52)05 s, s = F(f2, s9)s37Y oo —F(f, s9)05s371
—F(82, snp)b5  —F(02, snp)snyg -+ —F(fa, snp)bSsny oo —F(ba, snp)shy - —F(b2, snp)fisiy
—F(0n0, 51)0n0 —F(fno, 51)s1 -+ —F(Ono, 51)0%es1 -+ —F(fno, 51)s{ " -+~ —F(Ong. 51)08p5] "
—F(fne, 52)8n0 —F(Bng, s2)s2 -+ —F(Ong, 52)0%550 -+  —F(Ong. s2)s3° 1 -« —F (s, wewsd !
—F(HN(-)., SNf)BN(; —F(QNQ, S;\rf)S,?\rf v —F(QNQ, S,T\rf)ellf\rr(.):%]\rf v —F(HN(.)., S‘\rf)siffl v —F(HN(;, Sz\rf)f)f\'rgsiifl ]

®)
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respectively, andVf is the total number of frequency samplingvhere
points. The coefficient matrix in this case is given by

B Py = 1 Re{Vili} = L L) Rin (18)
- No
N, and
: 72
.~ U6, ¢) = 5 (1Bl +|EI7) (19)
r=| =" 16
Do (16) which represent the input power accepted by the antenna and the
D, antenna radiation intensity, respectively. The complex-valued
: input current to the antenna is given by
[ Dy | v,
o Ln= 2" (20)
where Zi
_ whereV/, is the excitation voltage applied to the antenna Zpd
_ r(0.0) Ar(1,0) 27(0,1) Ar(2,0) ] “ . : . . .
Ny =[N7"7 N7 NN, is the antenna input impedance. A technique for interpolating

the input impedance of an antenna via Padé approximations has
been demonstrated previously by Miller [2]—[4]. A similar tech-
NGD 0,2 A (3,0) nigue may be employed here which uses Padé approximations
¢ ¢ ¢ to estimate the input impedangg, = R;, + j X, required in
order to calculate the input powét,, (18) of a particular an-
tenna as a function of frequency. Finally, the interpolated elec-
]\Q(O’g) Ni(P’”O) Ni(o’ P”')]T tric field values may be used to calculate (19) and, ultimately,
. the required antenna gain (17).
or

Ill. RESULTS

The MBPE techniques described in the previous section were
and first applied to a 0.5-m dipole antenna over a frequency range of
_ ©.0) 150-950 MHz, using radiation pattern data obtained from a nu-
D; = [Dj ’ merically rigorous method of moments (MoM) computer code.
Since the dipole is oriented along theaxis, there will be no
¢-variation in the radiation pattern. This suggests that a rational
DLO O, p2,0) p1) p0,2) function fitting model of the type given in (6), which only de-

J J J J J pends on a single angular variablevould be sufficient for in-
terpolating the radiation pattern. Furthermore, the symmetry of
the problem may be exploited such that it is only necessary to

D% ... pl*¥ ... p0 apply the interpolation over the limited range < 6 < 90°.
The rational function was chosen to have a numerator order
n = 4, a denominator ordef = 2, and a polynomial coefficient
orderk = 7. The fitting frequencies selected were 150, 300,
350, 600, 800, 900, and 950 MHz, and the fitting angles for the
forj =0, 1, ---. d— 1and the total number of unknown coef.SPatial dependence were chosen to be 2, 10, 20, 40, 50, 60, 80,
ficients isL(P, + 1) (Pn +2) (n + d + 1), and 9_0. These_ parar_neters, mcIudlng,the frequency _and spa_tlal
2
main sampling points and the Padé and polynomial function

The methods described above are used to interpolate com[ﬁix

electric field values, but in many cases it is the antenna ge{P erpolation orders were chosen experimentally by varying the

pattern that is of the greatest interest. Therefore, a technii?é&(ameter values and selecting those which produced the best

0, P,
. D§ )]T

for efficiently converting the interpolated electric field values t sults. This information was used to construct a matrix of the
gain is outlined below. The technique is based on the fact t g
the gain of an antenna may be expressed in the form [13]

m given in (8) where, in this cas@lf =n+d+ 1= "7and
= k 4+ 1 = 8. The requiredVf x N¢ = 56 unknown co-
efficients for (6) were determined by solving the related matrix

AnU (8, ¢) equation (2) using (8)—(10). A surface plot of the interpolated
G0, ¢) = P, A7) electric field magnitude as a function &fand frequency
2 PRI n
6. 6. 3) No(0, ) + Ni(8: $)s + Na6, ¢)s* + - + Nu(6, ¢)s a1

" Do(f, ¢) + Di(6, ¢)s + Da(6, $)5% + -+ + Da_1(8, $)s? 1+ + 54
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Fig. 1. Electric field magnitude as a function of spatial variaBleand
frequency for a 0.5-m dipole obtained using hybrid MBPE technique.
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Fig. 2. Comparison of the electric field frequency response of a 0.5-m dip
using MoM and MBPE at = 10, 30, 50, 70, and 90with the seven fitting
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Fig. 3. A comparison oRe{ Z;, } andlm{ Z;,, } for a 0.5-m dipole computed
using MoM and MBPE, with the seven fitting frequencies, 150, 300, 450, 600,
750, 900, and 950 MHz, shown as circles.

As can be seen from Fig. 2, the two curves are nearly graphi-
cally indistinguishable. In this case, only seven fitting frequen-
cies were required for the MBPE technique. The actual fitting
frequencies that were used are indicated by circles on the plots
contained in Fig. 2. The plots in this figure also show that one of
the fitting frequencies chosen coincides with the half-wave res-
onance of the 0.5-m dipole at 300 MHz. Although it has been
demonstrated by Miller [4] that spectral domain MBPE does
not necessarily require that resonances be sampled in order for
their structure to be preserved, in this case choosing 300 MHz
as a sampling frequency seemed a natural and beneficial choice
to make. The application intended here is the interpolation of
a known set of data rather than the estimation of an entire set
of data from a sparse set of measurements, so minimizing the
number of sampling frequencies is highly desirable. Placing fit-
ting frequencies at or very near to resonances insures that the in-
terpolation accurately preserves the structures and locations of
these important features while still allowing a minimum number
o?g spectral-domain sampling points to be used.

MoM-generated and MBPE-interpolated curves of the real

frequencies, 150, 300, 350, 600, 800, 900, and 950 MHz, shown as circles. and imaginary parts of the input impedance versus frequency for

the 0.5-m dipole example are shown in Fig. 3. The seven fitting
frequencies are shown as circles. The fits to these impedance

is shown in Fig. 1. Fig. 2 shows a series of plots of the electritirves obtained using MBPE, as shown in Fig. 3, are nearly

field magnitude versus frequency for this dipolefat= 10,

identical to the impedance values calculated by MoM. Using

30, 50, 70, and 99 with comparisons being made between ththis interpolated impedance and the MBPE interpolated electric
MoM frequency spectra and the spectra obtained via MBPE field values, the gain pattern for the antenna as a functigh of
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and frequency was determined (see Fig. 4). A series of six pat- %

tern cuts at the frequencies 300, 500, 600, 720, 800, and 933
MHz are shown in Fig. 5, which further demonstrate the excel- 0
lent agreement between the MBPE and MoM results. Three of & _, //
these frequencies, 500, 720, and 933 MHz, are not among the 3 0
fitting frequencies that were selected.

We note here that in the case of the simple 0.5-m dipole, *°
it was only necessary to assume a spatial dependence for the - //////
numerator coefficients of the fitting model given in (6). This 800 //////////////////////////////////////
property may be attributed to the fact that the location of the 600 //
poles for antenna radiation patterns should be dictated solely
by the geometry of the antenna structure [14], [15]. This Frequency (MHz) 0 Theta (degrees)
also suggests that the required number of sampling points
for this problem may be reduced by an amount equatdo Fig 4. Gain as a function of spatial angland frequency for a 0.5-m dipole
(in this casekd = 14). Hence, by taking advantage of thiscomputed using MBPE.
property, the required number of coefficients for the fitting
model may be reduced from 56 to 42.

The second example used to demonstrate this new MBPE pro-
cedure was a three-element Yagi array antenna, designed for op
timized operation at 485 MHz. The driver length was chosen
to be 0.453), the reflector length 0.479, the director length
0.451 ), the element spacing was selected as O.2&nd the
wire radius was chosen to be 0.00016The Yagi is located
in the y— plane with the elements parallel to theaxis. An
MBPE fitting model of the form (11) was chosen in this case
because the radiation patterns for the Yagi will have a spatial ;
dependence on bothand¢ as well as a frequency dependence. (a) 300 MHz
The angular variation of the rational function numerator and
denominator coefficients were modeled using binomial expan-
sions of the type proposed in (12) and (13), respectively. Unlike
the dipole, the radiated field in this case has bbthand £y
components. Each component was interpolated separately an
then combined using (17)—(20) in order to produce the corre-
sponding gain patterns. In this case, it was found necessary tc
assume an angular dependence for both the numerator and de¢
nominator coefficients. ,

The E, interpolation used a Padé rational function with (c) 600 MHz (d) 720 WHz
numerator ordem = 2 and denominator orded = 2, and
the spatial dependence in bathand ¢ for each of the five
unknown complex coefficients was modeled using binomial
functions with P,, = 8. The frequency domain sampling was
done at only five frequencies (i.e., 470, 475, 485, 495, and '
500 MHz), which were chosen to equal the number of un- |
known Padé rational function coefficients. The class eight
binomial has 45 unknown coefficients and there is one bi-
nomial function for each Padé coefficient, resulting in an :
overall total of45 x 5 = 225 unknown coefficients to be de- (€) 800 MHz (f) 933 MHz
termined for theFy interpolation. A grid of 196 spatial sam-
pling points was created by choosing the valdes ¢ = 0, Fig. 5. Principle plane cuts of the gain pattern for a 0.5-m dipole at (a) 300
10, 20, 40, 60, 70, 90, 100, 120, 140, 160, 170, 175, aftiiz: (b) 500 MHz; (c) 600 MHz; (d) 720 MHz; (e) 800 MHz; and (f) 933 MHz,
180° (I e., No = N = 14) It was found that sufficient ac- g;;?] trr;%rl\élgé\f]tzzttg;nclrgggzjsted by the solid curve and the MBPE determined
curacy could be achieved by using as few as five sampling
frequencies. Hence, a total 896 x5 = 980 sampling points
was required to estimate the coefficients of the fitting model.

In this case, a least-squares approach was implementeccurated and MBPE-interpolated electric fields. For thg
order to solve the resulting matrix equation for the desiradterpolation, the same numerator and denominator orders
coefficients. Comparisons were made at several frequencifes, the Padé rational function were used, but this time a
which showed excellent agreement between the MoM-calass F,, = 7 binomial function was sufficient to model the
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(a) 470 MHz

* MBPE

102080 -80-20-10 0 & -10-20 30

(c) 485 MHz (d) 490 MHz

& -10-20-30 302010 0 g -10-20-30_-30-20-10 0 J

(e) 495 MHz (f) 500 MHz

(e) 495 MHz (f) 500 MHz

Fig. 6. E-plane cuts of the gain pattern for a three-element Yagi array at (g)

ig. 7. H-plane cuts of the gain pattern for a three-element Yagi array at (a
470 MHz; (b) 480 MHz; (c) 485 MHz; (d) 490 MHz; (e) 495 MHz; and (f) y75 111" (’f)) 480 MHZ: (©) S () 490 MHz: (2) 495 et (f)( )
500 MHz, with the MoM pattern indicated by the solid curve and the MBP ’ 1 ! \ )

. ; 00 MHz, with the MoM pattern indicated by the solid curve and the MBPE
determined gain represented by crosses. determined gain represented by crosses.

spatial variation, resulting in a total df6 x 5 = 180 un- the ability of the MBPE interpolation technique to accurately
known coefficients. The sampling scheme is the same as thgiroduce the evolving structure of the antenna gain patterns,
used for the £y component and, as before, the interpolancluding the changing front-to-back ratio and the appearance
tion produced results in good agreement with electric fielof sidelobes above the design frequency.
values calculated using the more rigorous MoM approach.The two examples considered above serve to illustrate
It should be noted that contrary to the statement made foow this new MBPE technique may be used to achieve a
the 0.5-m dipole example that the denominator coefficiensggnificant reduction in the amount of generated and stored
of the Padé rational function do not require spatial depedata required to accurately reproduce antenna radiation
dence, in this case it was necessary to include dependepa#ierns, especially those which vary with frequency. For
on bothé and ¢ in the denominator in order to obtain ac4instance, the MBPE approach only required storing 42
curate results. This is due to the fact that very little of theomplex coefficients in order to generate the plot shown
resonant structure for this Yagi antenna is present in the Fig. 1 for the 0.5-m dipole. On the other hand, the
470-500 MHz frequency range under consideration, so tbenventional approach for generating this plot would
spatial variable dependence in the denominator is necessa&guire radiation pattern data to be calculated via a MoM
to compensate for this missing information. code in 10-MHz increments from 150 to 950 MHz and,
After the required interpolations for both thE, and £, at each frequency, over a range 6éf from 0 to 180,
components of the radiated electric field as well as the inpwith at least 2 angular resolution. This would make it
impedanceZ;,, were performed, the corresponding gain pattenmecessary to store a total of 7371 complex data points as
of the Yagi could then be determined using (17). Figs. 6 andopposed to only 42 in the MBPE case. Furthermore, the
show E-plane andH-plane pattern cuts of the resulting gairMBPE technique has the added advantage of being able
patterns for the Yagi at six different frequencies, 470, 48@) reproduce radiation patterns at any desired frequency
485, 490, 495, and 500 MHz. These plots clearly demonstratéhin the fitting-model range and with any desired an-
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gular resolution. These properties make the MBPE method each case, the modified Padé rational function yielded
particularly attractive for use in the creation of large arexcellent agreement with the exact results calculated using
tenna radiation pattern databases, where all the neces$doM. The MBPE method outlined in this paper offers two
information can be stored in compressed form. important advantages—one being large compression ratios
A second important feature of this new hybrid MBPE teclhfor data storage of antenna radiation patterns and the other
nigue is that when used in conjunction with MoM codes, & significant decrease in the amount of time required to
could potentially reduce the required computation time fg@rocess antenna models with large computational domains.

antenna radiation patterns by several orders of magnitude
depending upon the size of the MoM problem space. Com-
plex MoM antenna models consisting of several thousand
wire segments often require many hours to calculate radia-
tion patterns for a single frequency. If it is desired to calcu-
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required calculation time could rapidly become prohibitive'
By using the MBPE technique described in this paper, how-
ever, which uses reduced order fitting models, only the data
needed for the interpolation would have to be generated. Ra-
diation patterns could then be efficiently interpolated at any [
other desired frequency within the range of the fitting model.
An adaptive sampling scheme has been introduced by Miller[2]
[7], [8], [16], which uses overlapping fitting models to find
the most suitable positioning of sampling points for a given
Padé approximation. Adaptive sampling would be very useful [3]
for the procedure described above, since it would predict
which frequency data points would have to be generated inpg;
advance, thus removing any reliance on a trial-and-error sam-
pling technique. Similarly, for the spatial domain expansion (5]
functions, an appropriate order can be found by determining
what order function most accurately fits the radiation pattern
at the highest desired frequency. This is true because the rd®]
diation pattern for an antenna is generally more complicated
at higher frequencies than it is at lower frequencies. Bose ha$]
shown in [17] and [18] that a recursion relationship exists
for the denominator of the Padé rational function that makesg;
it possible to efficiently increase the order of the frequency
domain interpolation without having to reevaluate the often
large Padé matrix equation. These techniques, when takefy)
together, would make the use of the MBPE approach de-
scribed in this paper applicable for the efficient calculation[m]
of antenna radiation patterns for problems which ordinarily
would have very large computational domains. This aspect
of the hybrid MBPE technique is currently being investi- 1]
gated by the authors.

[12]

IV. CONCLUSIONS [13]

An approach has been introduced in this paper Whereb[)}‘l]
the Padé rational function fitting model commonly used for[lS]
MBPE in the frequency domain can be easily modified to
include spatial dependence in its numerator and denominator
coefficients. It was demonstrated that generalized MBPEH6]
techniques of this type provide extremely powerful tools
for interpolating antenna radiation patterns in both the17]
frequency and spatial domains simultaneously. This new
interpolation technique was applied to two examples, élg]
0.5-m dipole antenna and a three-element Yagi array and,
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