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Performance Analysis of an AutomatédPulse
Target Discrimination Scheme
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Abstract—An automated E-pulse scheme for target discrimina-  clearer insight into how performance improvements can be de-
tion was initially presented by llavarasanet al.in[1] withoutanan-  veloped without having to undergo numerous simulation tests.
alytic performance evaluation. Assuming that target responses are The approach taken in this investigation is to analyze the

contaminated with white Gaussian noise, an automatedZ-pulse ¢ tedE-pul h based tandard babilisti
scheme is rigorously analyzed to yield a reliable measure of perfor- automaledr-puise scheme based on a standard probabilistic

mance. The discrimination performance of this automatedg-pulse  Mmodel. Based on the assumption that such an autonia{adse
scheme is determined quantitatively through the use of energy dis- scheme is designed to discriminate among a sét/ofargets

crimination numbers (EDN's). Statistics of the EDN's are evalu- whose signatory resonance modes are known, the objective of
ated analytically to derive the probability of correct identification. this paper is to develop an analytic performance measure in

The probability of identification as a function of signal-to-noise . . e . .
ratio (SNR) is evaluated using the theoretical scattering data for terms of the probability of identification. This measure is simply

all potential targets to predict the performance of the automated Used to describe the probability of identifying any target be-
E-pulse scheme. These theoretical results are corroborated by di- longing to the target library. In addition to the development of

reqt_simulat_ion ofth_e discrimination scheme. In addition,_th_e prob- the probability of identification, numerical issues concerning
ability density functions of the EDN's are presented providing new s computation of this measure are addressed. Performance re-
physical insights into E-pulse performance as a function of target sults. which are displaved for various levels of SNR. are given
geometries and SNR. N _p Yy . ' g

for different target library sizes. These performance results are
verified by directly simulating the automatddpulse scheme
under varying SNR conditions.

Index Terms—Pattern classification, radar target recognition.

. INTRODUCTION

S Il. E-PULSE TECHNIQUE
HE concept of resonance based target discrimination has Q

been studied by a number of researchers for many yearsI' he purpose of this section is to provide a brief overview of
As evidenced by the many papers on the subjectAhmilse the E-pulse technique in order to establish notations and con-
andS-pulse techniques, which are closely related to Kennaugk&pts, which will be used in the subsequent analysis. Although
kill pulse [2], are popular and viable methods for performinghere are many published works on thepulse technique, the
resonance-based aspect-independent target discrimination. S¥0psis given here generally matches the discussions given by
E-pulse andS-pulse techniques, as described in the works Blavarasaret al.[1] and Rothwellet al. [5].
Rothwell et al. [3]-[5], provide a basis for target discrimina- Based on the singularity expansion method (SEM) developed
tion by selectively annihilating the resonant modes from tHy Baum [8], [9], the late-time representation of the far-scat-
late-time transient response of a specific target. In these and sigsed field from a target due to a bandlimited transient excitation
sequent works [6], [7], the discrimination performance of thean be modeled as a sum of weighted exponentially damped si-
E/S pulse methods were validated using theoretical as well Bgsoids

measured signature data. Recently, llavarasah[1] quantita- N
tively investigated the performance of an automaigd pulse () =Y anc” cos(wnt +¢n) > T 1)
scheme under varying signal-to-noise ratio (SNR) conditions. n=1

How.ever, to date there has not been an accurate theoretwﬁleresn — o, + jw, is the aspect independent natural fre-
analysis of the performance of an automategulse scheme. quency of thenth mode, ands,, and¢,, are the aspect-depen-
An accurate performance analysis allows one to evaluate {hig, amplitude and phase of th¢h mode, respectively. The
E-pulse discrimination scheme without having to resort to Si”ﬁérmT;, which is also aspect dependent, denotes the beginning
ulations. Furthermore, it allows one to better understand the fuhe |ate-time period. The number of mod¥sn the response
damental principles of thé-pulse technique and it provides,. ;) gepends on both the target and the frequency content of the

excitation waveform.
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Fig. 1. The block diagram of ai/-targetE-pulse discrimination scheme.

Probability Density Function, [ (z)

order for the convolution in (2) to be zero, the following condi- 1l
tion must be met:

-0.1 (I) O'.1 0‘.2 OI.S 0.4 OI.5 0.6
F(sp)=F(s%) =0, forn=1,2,---,N  (3) ‘
Fig. 2. An example of the pdf of the EDN.

where thes,, are the natural frequencies of the target excited by
the incident waveform.

If the natural frequencies of a target are knaavpriori, then
an E-pulse waveform can be synthesized by representiiny
as a sum of subsectional basis functions

sampler followed by at’-pulse filter F;, designed to annihilate

the late-time response of thgh target. At the output of;,

an energy discrimination numbgk, is computed and the path

having the smallesk;, is chosen as the correct target. For the
K purpose of mathematical tractability, the sample period of the

ft) = Z ang(t — (¢ — DHA) (4) kth sampler corresponds to the widthy, of the subsectional
i=1 basis function used to construgj,. In this fashion, the con-

h s th bsectional basis funcii £ wi dvolution operation in (2) can be represented as matrix-vector
whereg(t) represents the subsectional basis function of wi oduct (discrete convolution). Because of the presence of the

A._Laplgce t_ransforming the equnsion while enforcing theCM samplers, it is understood that the configuration shown
terion given in (3) leads to a matrix equation for the amplltudqﬁ Fig. 1 is not necessarily a practical implementation of an

ai..LettmgK :.2N resuits ina homogeneou_f, matrix equ"5‘t'05utomatedE—puIse discrimination scheme. In previous works

which has solutions for certain valuesaf Solutions of the ma- on the E-pulse technique, the measured responses were all

trix equation exist for values ah given by sampled at a uniform rate, and the convolution was carried
A_DT <n<N B 5 out as discussed in [10]. This approach avoids the usk&f of

W, lsn< AN, p=12--. ) dgifferent samplers, but the convolution operation is inherently
_ . more complicated than the discrete convolution approach used
To quantify the performance of ti#e-pulse technique for au- pere.

tomation, the energy discrimination number (EDN) was devel- Assuming that a target exists and it belongs to the sét/of

oped [6]. The purpose of the EDN is to measure how much ghssible candidates, the late-time portion of the received signal

the filtered signak(t) = f(¢) *r(t) is present after normalizing from themth target can be expressed as

by the energy of thé&’-pulse filter response

yB) =rpm®+n@) t>T, 1<m<M @)

; —1
T +W T
2 2
/T (1) dt] [/0 f7(#) dt] : (6) wheren(t) is zero mean white Gaussian noise with variance
‘ o%. The Gaussian noise assumption is justified for two rea-

The target that yields the smallest EDN is then chosen as 1S First, it creates a mathematically tractable problem. Often,
correct target. Ideally, the energy discrimination number is zefoSuboptimal model for the randomness in the noise is used
provided theE-pulse is matched to the target producing the ré? order to obtain a final solution. Second, in an environment
turn. However, noise inevitably corrupts the return and prevei§i€re a large number of noise sources exist, the central limit
Z from vanishing completely. The choice of the time windg  theorem dictates that the joint probability density of the noise

used in the computation ¢f is somewhat arbitrary, but shouldWill be Gaussian [11]. Furthermore, the white noise assumption
at most be limited by the duration of the return. is normally valid unless there is strong evidence that the noise

is highly correlated.
The sampled version af(¢) at a rated;, is denoted by the

. _ ~ vectory;, and (7) becomes
As a preface to our analysis, consider the block diagram

shown in Fig. 1. The block diagram illustrates an automated Ve=Tmr+n 1<m<M, 1<k<M (8)
E-pulse scheme designed to discriminate among a saétf of

targets. The diagram consists/af parallel signal paths which wherer,,,;, is the sampled vector of,,(¢) at the rate)\;,, andn
are fed by the receiving antenna. Thtéh path contains a is a normal random vector with zero mean and variande(I

7 =

I1l. ANALYTICAL MODEL
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Target 1 Target 2 Target 4

Fig. 3. lllustration of the four targets used in the analysis.
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Fig. 4. The¢ = 75° backscattered response from the 45vept-wing aircraft.

denotes the identity matrix). Furthermore, if we assymeon- filter. The indexes:, andn ; denoting the beginning and ending
tains@; samples, then the-pulse filterF;, can be representedof the time window are given by
in matrix form as

ny = [(To/A)] +1 (12)
Moo 0 0 0 T
@ 0 -0 ng=[((Te + W)/Ax)] +1 (13)
a2]\f " . .
F, = * ) and[z] denotes the smallest integer abavélo compute (12)
k= 0 Q2N B 0 ’ and (13) the beginning of the late-time perifidnust be deter-
0 ' oy mined. As shown by llavarasant al.[1], the beginning of late
) time for backscattered responses is given by
L 0 0 oo Ny oN +QL—1xQr) 11 =1, +1,+ 213 (14)

9)
B e eser et ol eson et 008her, i ne maximum et e of e gy i e
k 9 9 ' gy effective pulse duration used in the system, anis an estimate
numberZ; can be computed in terms gf. andF, as

of the time when the incident wave strikes the leading edge of
the target. The tim&; is estimated from a threshold voltabe,

(10) which needs to be large enough to detect small signals, but small
enough to maintain a small false alarm rate.

Because the response is random, the EDN is a random
variable. Furthermore, since the noise is assumed to be white
and Gaussian, the EDN in (10) represents a sum of independent,
squared Gaussian random variables. In addition, if we assume
Fr(n, iny,1: Q) (11) that theM sample rates in Fig. 1 do not commensurate, then

TEA it also follows from the white noise assumption that fhefor

each signal path are independent. The assumption thattde

whereF,(i : j,p : ¢q) denotes extracting rowsthrough; notcommensurate is valid since it is not likely thatéhgin (5)
and columng throughg, andfy, is a vector containing the am-for all M targets are the same or are related by a rational number.

plitudes of the subsectional basis functions of ttie £-pulse As will be seen in the following section, the fact that thgare

Zr = yi G Gy

where Gy, is a submatrix ofF';, containing the time window
T, <t < T, +Wor

G =
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TABLE | TABLE I
THE NATURAL FREQUENCIES OF THEFOUR RELEVANT DATA FOR THE E-PULSE DISCRIMINATION SCHEME SHOWN IN FIG. 1
TARGETSUSED IN THE ANALYSIS

kth Signal Path | Sampling Period Ay | Fj Matched To
= [ Thin Cylinder 45° Swept Wing_ || Perturbed Tripole ]| 60° Swept Wing 1 0.1289/¢ Dipole
n Real Imag. Real Imag. Real Imag,. Real Tmag. 2 0.1406/c 45° Swept ng
T |[-0.2574 + 28743 || 01142 £ 26857 || 02123 % 2.8645 | 0.1300 L 57755 3 0.1278/c Perturbed Tripole
2 || 03702+ 59320 || 0.1748 & 3.0526 || 02205 £ 0.0538 | -0.1149 £ 3.2110 4 0.1419/c 60° Swept Wing
3 | 704660 + 0.0117 || -0.3215 =+ 3.6036 || -0.2680 £ 6.23%5 | -0.2090 £ 35114
4 |[-0.5353 = 12.0055 || 0.4772 % 6.6065 || 05025 £ 00240 || -0.6088 £ 6.5974
5 |[-0.5935 + 15.1775 || -0.4050 =+ 7.9230 || 04821 & 8.9461 | -0.3005 £ 7.9773 . .
6 {06136 + 182533 | 06182 = 03581 | 04637 = 125107 | 0.6100 & 5.3557 wherep, | .(z) is the pdf of Z; given thekth target response.
7 || -0.6870  21.3103 | -0.5504 = 110463 || -0.7218 = 150031 || 0.5647 = 11.0262 : L . i, .
§ 07244 24.3726 || 05500 & 12.0588 | -0.7552 = 15.4586 || 0.49285 % 12.0233 Recall that the expression in (18) is only the probability of iden-
9 |7 woee 05883 & 14.8505 || 0.7043 £ 18.6706 || -0.7045 = 14.6847 iE i ; ;
T e e T Ay U= tifying the kth target assuming thieth target is present. By ob-
T1 || FFERRF R0 6356 £ 16.4076 || -0.0835 & 21.5461 || 04349 £ 16,5412 taining a similar expression for the oth&f — 1 targets, we ob-
T2 || FFeer  Feweex | 07755 % 18.7524 | 00383 & 24.5863 | 08272 % 18.6455 . L .. ’
13 [P oo | 06301 T 211090 | PR wwo | 06110 & 2LO738 tain a measure of the discrimination capability of thepulse
14 || PR | 00547 1 215145 | To w0054 £ 917441 . o ; oS
N I v e scheme or, equivalently, an average probability of identification
M
. . . . _ AverageP; = > Py, P, 19
independent is crucial to developing a tractable expression for 9 4 Iimsm (19)
m=

the probability of identification.

where P,, denotes the probability of the:th target being
IV. PROBABILITY OF |DENTIFICATION present. For our analysis, we will assume #ll targets are
equally likely to be present af,, = 1/M.
Assuming that the:th target is present, the probability of

identifying thekth target is simply the probability theth EDN V. COMPUTING THE PROBABILITY DENSITY FUNCTION

Zy is smaller than all the others, or
» In order to evaluate (18) and, consequently, (19), the pdf

. . vz, |x(#) must be computed. The derivation of the pdf is iden-
Pp) = P (identifying kth target| kth target present) ticall ft()r)all + andk. Hence, to conserve notation, the subscripts
=P(Zy> 2y, Zper > Ziy, L1 > Zigy o+ i andk on the variables in the following analysis are dropped.
Zar > Zy | kth target present) (15) As noted earlier, the quadratic form of the random variable
Z in (10) essentially represents a weighted sum of squared

Applying the theorem of total probability [11] to (15), the exGaussian random variables. Performing an eigen-decomposi-

pression forP; | ; becomes tion on the matrixG G, one obtains
o Z =yiVAViy
PI|k:/ P(Z1>.’L',"',Zk_1>.’L’,Zk+1>$,"', :WHA.W (20)
Zy > x| Zy = x)pz, () dz (16)  \whereA denotes the eigenvalues @ G and is of the form
where thepz, denotes t.he probability (_jensity function (pdf) of A = diag(Af,- -, AL,0,---,0) (21)
Z. To conserve notation, the condition that thil target is
present has been implied in (16). andV contains the associated (generalized) eigenvectors. Note

In general, evaluating (16) would be difficult because of th&atV is unitary. Sincey is a Gaussian random vector, the linear
joint probability term. However, because thg are independent transformationw = V*#y produces a Gaussian random vector
under the assumption of incommensurate sampling rates aith meanu.,, = V¥#r and variance’I. Expanding (20), the
white Gaussian system noigét), the joint conditional density expression foZz becomes
in (16) can be simplified into products of individual conditional

e L
densities 7= Z Nw? (22)
=1

Pre = [m P(Zy > @) P(Zp—r > 2)P(Zpy1 > 2) wherew; is thelth element ofw. The expansion in (22) rep-
o P(Zy > ) pyg, (%) do (17) resents a weighted sum of squared Gaussian, nonzero mean
random variables. If thg¢ \;} were all unity, which would re-

quire G G to be idempotent, the# would have a noncentral

x? distribution [11]. SinceG* G is generally not idempotent,
oo oo we have to compute the pdf numerically.
PIlk:/ / Pz, k(21) dzy - - -

from which follows:

The most efficient way to acquire the pdf &fis through the
use of characteristic functions. The characteristic function of the

o> o>
/ P71 |21 2 / Pz ¥z random variabled; is defined as
€T €T

—o

/ pZMlk(zl\l)dzl\l:| Pz, (v)dx (18) s, (Jw) I/ /" pg,(x) da (23)

—o
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Fig. 5. Analytical and simulated results as a function of SNR for different aspect angles using targets 1 and 2.
which represents the Fourier transform of the pdf(z). By expression fofl” that will prevent aliasing. As shown in Fig. 2,

letting 8, = A\yw} in (22), the characteristic function &f can a judicious choice fofl” is given by
be computed as

TILL2+60Z. (28)
L . .
. . Since the mean and variancewofare knowny.. ando% follow
¢z(jw) = zljl 4 () @4 from (22) and are expressed as
L
since thef; are independent random variables [11]. Further- Ly = Z Y (02 + wa) (29)
more, the form of the characteristic functiongfis well known =1

[12] and is given by

L
By, (juw) = A exp| I ] gy 0B = 2N (307460 )
AJw) = IA|(1 — jw2X02)1/2 P17 — jw2X o2 =1
L—-1 L
whereju,, is thelth element of the mean vectpy, . To obtain 42 Z Z Ay [04 g (/“Lizl F )
pz(z), we use the inverse Fourier transform =1 | p=it+1 ’
1 = . —jwz
fr0)= 5 | @ty do, (26) ] b (30)

An illustration of a typical density functiop;(z) for the The following steps summarize the computation of the pdf
EDN is shown in Fig. 2. The initial step in computing(z) pz, (%)
numerically begins with computing the characteristic function « Specify the average noise powet.

P, (jw). In order to computedg, (jw) numerically, a sample  « perform an eigen-decomposition of the ma@¥ G for
frequencyw, must be chosen judiciously. As can be seen from  theith E-pulse filter.

Flg Z,pz(z) is essentially band limited. Thus, following the . Letr be the sampled response from #th target.

Nyquist sampling theorem, an appropriate choice.fpis « Compute the mean vectpr, = Vr.
. « Computeyz ando? using (29) and (30), respectively.
Wa =77 (27) « Compute the sample frequeney using (27) and (28).

» Compute®g, (jw) using (25) forl = 1,-- -, L.
whereT" denotes some point on the tail endgf(z). From * Multiply {®g, (jw)} to obtain® z (jw).
the mean.z and variance% of Z, it is possible to develop an  « Inverse Fourier transformd ;(jw) to obtainp, | (z).
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Fig. 6. Analytical and simulated results as a function of SNR for different aspect angles using targets 1, 2, and 3.

As noted earlier, befor@;|;, can be determined, the pdf's forbetween the two is the angle at which the wings are swept
the remainingl/ — 1 EDN's must be obtained. Hence, the abovieack. The wings on target 4 are swept back ém the
process is repeated — 1 times. normal to the fuselage. As illustrated in Fig. 3, the aspect
angle ¢ is defined to be in the plane of the target and is
V1. ANALYTICAL AND SIMULATION RESULTS ONSPECIFIC measured from the axis. All of the targets discussed here
TARGETS are constructed with thin cylinders having radii of 0.005 m.

. . N . The scattering data used in the experiment are the theoretical
In this section, we demonstrate the reliability of our analytlc?]lngulse responses of the four targets mentioned above. These

model. Results demonstrating the performance of the automalég onses were obtained using the SEM. which was cast into
E-pulse discrimination scheme shown in Fig. 1 are provided: bon . 9 '
Bg[nerlcal form via the method of moments [13]. The poles that

The performance results are represented by plotting the pro . - .
bility of identification as a function of SNR. Results are giver\Nere used in obtaining the backscattered field from each target

for different target library sizes as well as varying aspect agfe listed in Tablg . Note that th.e poles have begn normalized
gles. The probability of identification is determined analyticall y_the speed of I|_ghit. The f|_rst eight complex conju_gate_ pole
using (18) and (19). To verify the analytical results, the prot?—a'rs were used in computlng the backscattered field impulse
ability of identification is determined directly through Montd €SPonse of the 1-m-thin cylinder. In order to ensure that the
Carlo simulation. same bandwidth was used among each of the four targets, it
The targets used in developing the analytical and simulaté@S necessary to use the first 15 conjugate poles pairs to com-
results are shown in Fig. 3. Target 1 is a simple 1 metBHte the impulse responses of the’ 4hd 60 swept wing air-
|0ng thin Cy”nder |y|ng a|0ng the: axis and centered at thecraft mOdelS. Slm”arly, the firSt tWelVe p0|es Of the perturbed
origin. Target 2 is a swept wing aircraft model. The fuselag®&ymmetric tripole were used in computing its impulse response.
of the aircraft lies along the: axis with forward and aft Fig. 4 shows the backscattering response of tife(tdiget 2)
sections of1/3 m and2/3 m, respectively. The wings aredue to animpulsive plane wave incident frgne= 75°. It should
swept back 4% from the normal to the fuselage and arde noted here that the impulse responses for all targets were
1/2 m in length. Target 3 is a perturbed symmetric tripolecomputed using a Class | coupling coefficient [14]; thus, the
Two of its arms are have a length @f2 m, and the third early time portion of the responses are inaccurate.
arm is 0.5238 m long. Target 4 is also a swept wing aircraft Based on the target data given, Table Il presents all the rel-
model similar to Target 2. The only distinguishing featurevant data for a four targdf-pulse discrimination scheme as
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(=1

N R kth targetr;,(¢) must be determined. The average powengf)
' is defined in the usual way as

2

S-- Py @

~
(=]
T

- P @
3

oy
T

1 T
Pe= /0 r2(t)dt. (31)

(%
=1
T

Knowing P, the average noise powef can be calculated for
a specific SNR (in dB) as

o2 = P, 10 SNR/10, (32)

IS
(=]
T

Probability Density

w
=4
T

1 For the signature data used in these results, the endZimwie
the integration is arbitrarily chosen to be 50 ns.
Onceo? is known, the pdf of each EDN if; |, is computed
, , . S numerically as discussed in Section V. A critical step in com-
OOt 00 00 e T 000 00T 0% guting the pdf is the eigen-decomposition of the maGi¥ G-
() Before this operation can be performed, the ma€ixwhose
Fig. 7. The pdf's of the energy discrimination numbers for the three _targs{ze I$ dependent on the size of the |ntegrat|on wmdow_ as de-
case. The pdf's were computed using the scattering data for the thin cyI|ndeﬁ@?d in (12) and (13) must be formed. Since we are using the
two different values of SNR. (§NR = 30 dB. (b)SNR = 20 dB. theoretical impulse responses as the scattering data, the begin-
ning of the late-time period; is taken to be twice the maximum
illustrated in Fig. 1. As discussed in Section I, thia signal transit time of th? target. F_urthermore, the integration wmplow
path contains thez-pulse filter designed to annihilate the reJV" for the EDN is arbitrarily chosen to be 15 ns. Following
H:'ne eigen-decomposition operation, the characteristic functions

sponse from thé&th target. For example, the second signal pa d in obtaini h odf ted using 2048 I
contains theZ-pulse filter matched to Target 2. Thg-pulse use '3 00 aymr_:_g:r]].ea(r:] p ?rtﬁ compltj) N u§|?g I ?r?ua y
filters for all targets in Fig. 3 are constructed using their respe%‘—)ace points. This choice o the humber points allows the op-

tive resonances as listed in Table I. Furthermore, the sampli f t_lron in (26) to be carried out using the fast Fourier transform
period for each target given in Table Il is the smallest sampli )-

period that can be calculated based on the resonance data gyeriulation Results

in Table I. '

=
:

10+

To verify the analytical results, the probability of identifica-
tion is determined using a Monte Carlo simulation. The Monte
i Carlo simulation is essentially a direct implementation of the
A. Analytical Results scheme illustrated in Fig. 1. In each simulation, a target from
the target library is selected at random. The selection process is
The initial step in determining the probability of identifica-conditioned by the assumption that each target is equally likely
tion analytically for a specific SNR value is to evaludtg|;, to be present. Once a target has been selected, white Gaussian
for each of theM targets. Evaluating’; |, as shown in (18) re- noise is added to the corresponding signature data of the target.
quires us to assume that thth target is present. ConsequentlyThe noise is scaled appropriately using (32) to yield a specific
the pdf of each EDN must be computed using the signature d&fdR.
from thekth target. In order to compute each pdf for a specific After adding noise to the signature, the corrupted return is
SNR value, the average power of the noise-free return from thassed down each of tlié signal paths as shown in Fig. 1. The
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EDN in each signal path is computed using (10). As in the ani_ EDN value, z

lytical results, the integration windol#” used in computing the Fig. 10. The probability density functions of the energy discrimination
EDN is arbitrarily chosen to be 15 ns. The path containing th,gg,ﬁber's for thels/l, = 2.0 case. The pdf's were computed using the
minimum EDN is selected as the correct target. This processidsttering data for the 2-m cylinder with an SNR of 10 dB.
repeated 1000 times at a specific value of SNR, and the number
of correct identifications is tallied. The simulation is performediffects of aspect angle, observation window, and other target pa-
over a range of SNR values. rameters on the performance of the discrimination scheme can
be determined.
C. Results To determine how the physical size of a target affects the per-
Figs. 5, 6, and 11 show performance results for library siz&amance of theE-pulse discrimination scheme, a parametric
of two, three, and four targets, respectively. The results showrenalysis of thin cylinders of varying lengths was performed.
Fig. 5 were obtained using only targets 1 and 2 as illustratedThe thin cylinders used in the analysis have lengths of 1, 1.1,
Fig. 3. The analytical and simulated results, which were cori-2, 1.3, 1.4, 1.5, and 2 m and radii of 0.005 m. The natural
puted over an SNR range ef20 to 50 dB, agree remarkablyfrequencies of the thin cylinders were found numerically, and
well for all aspect angles considered. At low values of SNR, thikeir correspondind’-pulse filters were constructed as outlined
probability of identification is approximatell/2, which means in Section Il. The analysis consists of a two target discrimina-
the performance in not any better than a random guess. Thistien scheme designed to distinguish the 1-m cylinder (Target 1)
sultis expected since we initially assumed that each target in fhem one of the other longer cylinders (Target 2). The 1-m thin
library has an equal probability of being present. As the SN&Ylinder is assumed to present at an aspect angle®ofar the
increases, the probability of identification gradually approachesf's of the two EDN's%; andZ,) are computed. This process
unity. Depending on the aspect angle, the probability of idents repeated for each of the other thin cylinders longer than 1 m.
fication reaches unity at approximately 30 dB. Fig.8 illustrates the results of this analysis for an SNR of 10
Fig. 6 shows the performance results for a target library codB. The pdfp, |1(») corresponds to the EDN matched to the
sisting of the thin cylinder, the 45%wept wing model, and the 1-m thin cylinder (the correct target) and the pgf |, (z) corre-
perturbed tripole. The agreement between the analytical asgbnds to the EDN matched to one of the longer cylinders. The
simulation results is very good for all aspect angles. The proliavo pdf's are plotted according to the ratio of the lengths of the
bility of identification is1/3 at —20 dB and eventually reachestwo cylinders. As mentioned earlier, the overlapping character-
unity at approximately 40 dB. To provide physical insight, thistic of the pdf's is indicative of the performance of the discrim-
density functions of the EDN's for the three target scheme amation scheme. From Fig. 8, one observes that the performance
shown in Fig. 7. The pdf's were computed using the scatterinfthe discrimination scheme improves, as expected, with in-
data from the thin cylinder (Target 1). Figs. 7(a) and (b) ilereasing length ratio. It is also interesting to note that once the
lustrate the pdf's assuming an SNR of 30 and 20 dB, respéngth ratio exceeds a certain threshold, around 1.3, a greater
tively. A significant attribute of Fig. 7 is it provides the rangencrease does not result in a continued spreading of the EDN
and relative frequency of the energy discrimination numbedgnsities. In fact, beyond a length ratio of 1.3, the density func-
for a specific SNR when the thin cylinder is assumed presetibns actually converge and eventually overlap when the length
As shown in Fig. 7(a), the pgfz, |1(z), which corresponds to ratio reaches 2.0.
the correct target, is densest at a lower EDN value compared td’he convergence of the pdfg;, |1(z) andp,|1() for the
the densest regions d&f. and Z3. Hence, in this case, the thincasel/l; = 2.0 can be explained by observing the pole loca-
cylinder will, on the average, be chosen as the correct targ@ns of the 1 and 2-m thin wires as shown in Fig. 9. Observe
When the SNR is decreased to 20 dB as in Fig. 7(b), the pdfst the oscillation frequencay of the second-order pole of the
overlap and broaden in range. The overlapping characteristic2sfn wire is approximately the same as the oscillation frequency
the pdf's is directly related to the performance of the discrinof the fundamental pole of the one meter wire. In fact, Fig. 9 re-
ination scheme. By studying the distribution of the EDN's, theeals the relationship,, 1 ~ w», » wherew,, ; andw,, » denote
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Fig. 11. Analytical and simulated results as a function of SNR for different aspect angles using targets 1, 2, 3, and 4.

the oscillation frequency of theth order pole of the 1 and 2-m stand and gain physical insights into how complex electromag-
wire, respectively. Hence, when the response from the 1-m wiretic interactions ultimately affect different target discrimina-
is passed through thB-pulse filter for the 2-m wire, the zero’s tion schemes.
designed to annihilate the resonances of the 2-m target also pakFinally, Fig. 11 presents the performance results for all the
tially annihilate the resonances of the 1-m target. This does rtatgets illustrated in Fig. 3. As in the two and three target cases,
suggest discrimination of these two targets is impossible. Itiie agreement between the analytical and simulation results is
deed, for higher SNR levels, discrimination performance inexcellent for all aspect angles. The probability of identification
proves. However, for a given SNR, discrimination appears maeel /4 at—20 dB and eventually reaches unity at approximately
difficult for integer length ratios than for noninteger length ra48 dB. It should be noted here that the performance results pre-
tios when the smaller target is present. sented in Figs. 5, 6, and 11 are dependent on the target geome-
Another interesting result of tHe/l; = 2.0 case is produced tries and the implementation of the automategulse scheme.
when the 2-m wire target is assumed to be present. Unlike ther example, the simulation results given in [15] demonstrate a
previous situation, the response of the 2-m wire contains rdxetter overall performance of tle-pulse scheme than do the re-
onances where th&-pulse filter for the 1-m targefF'; ) does sults presented here. However, the results obtained in [15] were
not have zero’s. In particular, the fundamental resonance, whightained using signature data that was sampled more densely
typically couples the strongest, passes throlighessentially than the signature data used in the results given in Figs. 6 and
unabated. As a result, a significant separation of the EDN deft. Nonetheless, the theoretical analysis we have proposed can
sitiesp, |2(#z) andp, | 2(#) occurs even though the SNR is 1(be applied equally to other targets and other forms of implemen-
dB. This result is shown in Fig. 10. tations.
One can conclude from the above analysis that the functional
dependence of the EDN's on different variables of the electro-
magnetic interaction problem can be separately considered re-
sulting in an improved understanding of how the performanceln this paper, the performance of an automatégpulse
of the E-pulse discrimination scheme can vary with respect &cheme for target identification in white Gaussian noise was
these parameters. The ability to compute the probability desvaluated analytically. By evaluating the probability densities
sities of the EDN's effectively extends ones ability to undeof the energy discrimination numbers, a theoretical method for

VIlI. CONCLUSION



628 IEEE TRANSACTIONS ON ANTENNAS AND PROPAGATION, VOL. 48, NO. 3, MARCH 2000
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