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3-D Radar Imaging Using Range Migration
Techniques

Juan M. Lopez-Sanche3tudent Member, IEE&nd Joaquim Fortuny-Guasdidember, IEEE

Abstract—An imaging system with three-dimensional (3-D)
capability can be implemented by using a stepped frequency radar 2-D Planar Aperture
which synthesizes a two-dimensional (2-D) planar aperture. A 3-D
image can be formed by coherently integrating the backscatter
data over the measured frequency band and the two spatial
coordinates of the 2-D synthetic aperture. This paper presents a
near-field 3-D synthetic aperture radar (SAR) imaging algorithm.
This algorithm is an extension of the 2-D range migration algo-
rithm (RMA). The presented formulation is justified by using the
method of the stationary phase (MSP). Implementation aspects
including the sampling criteria, resolutions, and computational
complexity are assessed. The high computational efficiency and
accurate image reconstruction of the algorithm are demonstrated
both with numerical simulations and measurements using an
outdoor linear SAR system.

Index Terms—Near field, radar imaging, synthetic aperture
radar.
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Fig. 1. Measurement and imaging geometry.

|. INTRODUCTION « Range Migration Algorithm (RMAJ(in its 2-D version, it
SYNTHETIC aperture radar (SAR) is a well developed isalsoknown as —k algorithm [3].) This algorithm orig-
echnique for producing high resolution images [1], [2].  inates from seismics engineering and geophysics. It works

There is a wide variety of imaging algorithms that have been ~ with motion compensation to a line, requires a one-di-
used to reconstruct reflectivity images of a scene by using SAR ~ mensional (1-D) interpolation (known as Stolt interpo-
techniques. A two-dimensional (2-D) reflectivity image can be  lation [4]) and compensates completely the curvature of
formed by synthesizing a one-dimensional (1-D) aperture with  the wavefront. In the radar remote sensing domain it has
a wide-band radar. Accordingly, a three-dimensional (3-D) only been used in its 2-D version. This is the first attempt
reflectivity image is formed by synthesizing a 2-D aperture. As  known to the authors to formulate its 3-D version using a
an example, typical geometries of the 2-D apertures that can be 2-D planar synthetic aperture. The RMA was firstly intro-
synthesized in an anechoic chamber are planar, spherical and duced to focus 2-D SAR data acquired from a space-borne
cylindrical. platform in the strip map mode. Later it was adapted to be
According to their working principle the existing radar used in the spotlight mode [5]-[7]. Results showing that
imaging algorithms can be divided into three general groups the RMA can also focus 2-D SAR data acquired in an
[1]: anechoic chamber using the strip map mode are reported
« Polar Format Algorithm:(also known a&ange-Doppler in [8]. Both the 2-D and 3-D versions of the RMA basi-
This algorithm was the first one to be developed and orig- ~ €@lly require a 1-D interpolator and fast Fourier transform
inates from optical signal processing. It is based on the ~(FFT) codes. As a result, their implementation on a mas-
polar nature of the frequency-domain backscatter data, sively parallel supercomputer becomes fairly straightfor-
works with motion compensation to a point and, as such, ~Ward [9]. . o o
needs to be used under the far-field condition, requires an * Chirp Scalmg AIgothmjt has'the original charac.tensnc
interpolation prior to the Fourier transform, and compen-  ©f notrequiring any interpolation [10]. It works with mo-
sates only partially the range curvature. Both the 2-D and 110N cOmpensation to a_Ime and corrects approximately the
3-D versions of this algorithm are of easy implementation ~ fange curvature. Itis widely used to focus 2-D space- and

and have been used extensively. airborne SAR data sets.
Note that the polar format algorithm cannot be used when
. . _ the backscatter data are acquired on a planar aperture. Further,
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Fig. 3. Pre-processing of data sampled at the spotlight rate.

Fig. 2. Block diagram of the 3-D RMA.

1 m A,

a target rotation in azimuth) algorithms that implement the D Lx=2m
near-field correction are presented in [11]-[14]. An example lmT- O Y
of near-field 2-D strip map SAR algorithm can be found in ¢ D P
[15]. These algorithms are based on a one-dimensional (1-D) B >
azimuth convolution between a near-field focusing function Ro7m +
and the frequency-domain backscatter data, which precisely
accounts for the wavefront curvature and the free-space VX
propagation losses. This azimuth convolution is efficiently z
implemented by using FFT techniques. However, to get the $
complex radar reflectivity of a voxel in a 3-D image, two é
additional integrations over the frequency, and the incidence R S L,=2m
angle in elevation are required. These integrations cannot be ? Wl ;
implemented with FFT’s and, therefore, the algorithm becomes 1m$. N : —
computationally very costly. R ~

The presented algorithm shows some similarities with the W

synthetic aperture focusing technique (SAFT) [16], [17]. This

is a focusing technique well known in the field of ultrasonics

which is based on a 3-D time domain backpropagation. HoWw9: 4 Measurementsetup used in the numerical simulation with the 3-D array

. . of 125 point scatterers.

ever, as opposed to the presented technique, the SAFT is a timé

domain technique and does not make any use of neither the Stolt

interpolator nor the method of stationay phase in its formulatiowould become straightforward by simply applying a Fourier

On the other hand, both algorithms require planar scan surfatremsform.

and can be applied under the near-field condition. The compu-The RMA algorithm, as all SAR algorithms, is based on a

tational efficiency of these two techniques are supposed to Ioearization of the electromagnetic wave scattering problem.

of the same order since both algorithms make an extensive U$gs means that the interaction between the scatterers presentin

of FFT’s. Another similar algorithm developed in the field othe scene is totally neglected. This approximation is widely used

ultrasonics is the closed-time reversal cavity [18]-[20]. in the field of radar imaging since appropriate 3-D nonlinear
This paper presents a 3-D version of the RMA algorithm. Thimaging algorithms dealing with the inverse scattering problem

2-D synthetic aperture is assumed to be planar and within thave not yet been developed.

near-field zone of the target. As an input, the algorithm requiresThe measurements are supposed to be fully controlled and

frequency domain backscatter data which can be acquired udingrefore factors such as irregular sample spacing, platform po-

a stepped frequency radar. Thus, resolution in the vertical agition errors and mitigation of RFI have not been investigated.

horizontal cross-range directions are given by the dimensiohise objective of this work is to develop a rapid and efficient 3-D

of the synthetic aperture, whereas resolution in ground-ranigeaging technique for the identification and characterization of

is provided by the synthesized frequency bandwidth. The fredar reflectivity components of complex objects.

guency-domain data is preferred because the RMA algorithmThis paper is organized as follows. Section Il presents the

works in the frequency wavenumber domain. Note that the flermulation of the 3-D RMA which has been derived by using

cusing of time-domain data sets acquired with a pulsed systéme method of stationary phase (MSP) [21], as suggested in [1]
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for the 2-D RMA.. A description of the algorithm implementa-
tion and the different data processing steps is given in Sectic
lll. Section IV deals with some practical aspects on the actue
implementation of the algorithm, the required sampling criterie
and the resulting resolutions. Section V-A presents the nume
ical simulations that have been carried out for testing this algc
rithm. Moreover, experimental results showing the validity of
this imaging method are shown in Section V-B. The conclusion
are summarized in Section VI. Appendixes A and B deal witt
two alternative derivations of the same formulation of the RMA
using the MSP.

[I. FORMULATION OF THE 3-D RMA

Consider the measurement setup shown in Fig. 1. A steppe
frequency radar illuminates a target with a CW of frequency
f. The antenna is positioned @t,, R,, z,) and synthesizes a
rectangular aperture on a plane parallel to3h# at a distance
R,. The measurement points form a rectangular grid with spac
ings Az, and Az, in the horizontal and vertical cross-range
directions, respectively. At each antenna position the synthe
sized frequency bandwidth 13. Thus, the acquired backscatter
datad(z,, f, z,) are function of two spatial coordinates and
the working frequency. The frequency variable is directly re-
lated with the two-way frequency wavenumbgr = 4x f/c.
Consequently, the measurement data can also be denoted
@ gy kry 2a)-

Assuming that there is a point scatterer locatedzay, =)
with reflectivity s(x, y, z), then the measured backscatter is

d(xaa kTa ZG) = 3($a yv Z) exp[+jk7‘R0] exp[_jkTR] (1)

whereR is the range to the point scatterer, i.e.,

R= /(2 —2,)24+ (y— R, + (2 — 24)2. @)

The first exponential in (1) establishes the phase reference att
origin of the coordinate system which is at a distafiefrom

the aperture. In the 2-D RMA this reference is a line paralle
to the linear aperture. The second exponential simply accoun
for the phase history associated with the point scatterer. Not
that for the sake of simplicity, the losses due to the free-spac

propagation and the antenna pattern are not considered here <b)
From (1), the 3-D radar reflectivity map associated with a

distributed target can be expressed as Fig. 5. Projections of the 3-D SAR image onto th&’, X Z andY Z planes.
Simulation of 125 point scatterers. Paramet@&®s:= L, = L, =2m, f =

. 2-6 GHz,6x = 6y = 62 = 3.75 cm,Af = 100 MHz, Az, = Az, = ¢
s(z,y,2) = (T a, ki, 24) €xpl—ik, R, cm, Displayed dynamic range is 50 dB. (a) Original RMA (b) RMA-FReD.

Ak
X explike v/ (# — a)? + (y = Ro)? + (2 — 22)] X explikr\/(x — 2a)? + (y — Ro)? + (2 — 24)?]
X dx, dzg dk,. (3) X dro dzg dk,.. 4)

where A denotes the surface of the synthetic aperture. EqUiote that (3) is a solution of the linearized inverse scattering
tion (3) can be reformulated in order to show that the focusirwomem and as such it only holds under the first-order Born
algorithm can be simply implemented by means of a 2-D cogpproximation. Here it is also assumed that the backscattered
volution and a frequency integration fields will vanish at the boundaries of the aperture. This
boundary condition is satisfied by simply applying a 2-D
s(z,y,2) :/ exp[—Jjk, Ry) // d(zq, kr, 20) weighting function or window prior to the focusing, something
ke bt which is a common practice in any imaging algorithm.
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The 2-D convolution in the aperture coordinates, »,) can

be computed in the Fourier domain as a complex product if the oeprTTTTTTTT T
following 2-D Fourier transform (FT) were known: s —20 dBsm —30 dBsm —40 dBsm
4 =] [m] o =
E(k,, k) i
= / / expljkn /2% + (y — Ro)2 + 22 o2y ]
X expl—jkat — jh.2] do dz. (5) E iy _—10 Dstm 0 (;Bsm -50 ;Bsm‘
= I ]
These kind of integrals, under certain conditions, can be evalu- ]
ated analytically by using the method of stationary phase (MSP) =0.21 ]
[21]. The MSP states that the main contribution to the integral 80 dBsm —70 dBsm  —60 dBsm ]
comes from points with stationary phase (nulls of the phase 0.4t o o o ]
derivative) and gives an asymptotic expansion for the integral. [
The evaluation of the 2-D integral in (5) by means of the MSP 06
results in (see Appendixes A and B): 0.6 -0.4 -0.2 -0.0 02 04 06
X (m)
27k, .
E(ky, k) ~ 12 exp[—jky(y — R,)] (6) @)
Jk;
wherek, = /k? — k2 — k2. Replacing the 2-D FT by its

asymptotic expansion in (4), the 3-D reflectivity image is give  (dBsm)
by

s(z,y,7) :
27k, .
= D(ky, by k) 73 exp[—jk,R,] -3
T jky -4
¢ »
x explj(kyx + ko2 — ky(y — R,)| dk, dk,. dk. (7)

where D(k,, k., k) is the 2-D horizontal/vertical cross-range
FFT of the frequency-domain backscatter data. The last exj
nential term takes the form of the Fourier kernel in a 3-D inver: 18

FFT (IFFT). However, prior to this 3-D IFFT, the wavenumbe -0.44
domain backscatter data need to be resampled unifornily.in
Then, by substituting the frequency wavenumber variapley -0.6 : ‘ : , ,
ky, the reflectivity image takes the form 06 -04 -02 00 02 04 08
5 ' X (m)
s(z,y,z) ~ /// D(km,ky,kz)% exp[—j(k, — ky)R,] ®)
K Iy

. . . Fig. 6. Target modeled to evaluate the dynamic range. (a) Sketch of the target.
x exp[jkzz + jh.z — Jkyy] dky dk, dk..  (8) (b) Slice of the reflectivity image.

Note that the amplitude term has been modified due to the )
change of variable¢k, — k,). Equation (8) indicates that tion compensation corrects for the wavefront curvature of all

reflectivity image can be simply obtained through an 3.[§catterers at the same ground range as the scene center (i.e., the

IFFT of the product of the resampled wavenumber domafiigin of the coordinates system). In the next step, the residual

backscatter data by a complex exponential (also known @§'9€ curvature of all scatterers will be removed. The phase as-
matched filter). sociated with the matched filter is space-invariant and depends

only on the range to the scene centg, the frequency and the

. A LGORITHM IMPLEMENTATION cross-range wavenumbers. It is given by

This section deals with the practical implementation of the Syvir(key by k2) = =k Ry + by R,
3-D RMA. F_ro_m (8), the image reconstructlon_process can be — kR, +VEE— 2 —k2R, (9)
naturally split into four sequential steps (see Fig. 2), namely: a
2-D cross-range FFT, matched filtering, Stolt interpolation, aRghere the identity
a 3-D IFTT. The first and the last steps are obvious and will
not be discussed here. However, the matched filter and the Stolt by = /K2 — k2 — k2 (10)
interpolation deserve special treatment.

The matched filter is necessary to introduce a motion corns-known as the Stolt transformation [4]. Note that in (14),
pensation to the wavenumber domain backscatter data. This mmust be real and, therefore, the region in the wavenumber do-
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main where the asymptotic expansion of the MSP is valid re- TABLE |
duces to MEASURED REFLECTIVITY VALUES FOR THETARGET IN FIG. 6
k2> k2 k2 (11) Nominal Measured RCS (dBsm)

The field modes which satisfy this inequality are the so-called RCS (dBsm) |y=—04m |y=00m |y =04m
propagating modes, whereas those which do not propagate are 0 —0.08 ~0.10 —0.12
the evanescent modes. The amplitude of the evanescent modes is
affected by an exponential factor which rapidly vanishes with an —10 —-1039 -10.53| -10.71
increasing distance to the apertgge— R,). In the formulation —90 2071 —90.95 _91.30
presented here, it is assumed that (11) is satisfied. In practice,
the data points in the wavenumber domain outside the region —40 —40.69 —40.94 —41.30
defined by (11) will be discarded by applying a mask prior to —60 —60.75 —60.99 —61.31
the matched filter.

-80 —79.82 -80.45 —81.07

The third step performed in the 3-D RMA is the Stolt inter-
polation. This interpolation compensates the range curvature of
all scatterers by an appropriate warping of the wavenumber do- ) o
main backscatter data. After the matched filter the transformBg Sampling Criteria
data continue being equally spaced in frequency and, thereforeAssuming that the target is confined within a rectangular box
in the k,. variable. In order to prepare the data for the last 3-Bf dimensiongD,. x D,, x D, centered at the origin of the coordi-
IFT, the next step consists of a change of variables defined ates, the required sampling steps in the measurement to satisfy
the Stolt transformation, which can be implemented as a 1tRe Nyquist criterion are given by
interpolation. As a result, the wavenumber domain backscatter
data will be uniformly sampled in thig, domain. In the present A < —— (15)
implementation of the algorithm, the sampling frequency is in-
creased to be highly above the Nyquist limit, then a Lagrange

interpolation preceded by a frequency downconversion is ap- Amin V/(Lz + D)2 /4 + R2

plied. A, £ 5 =D > (16)
Once the Stolt interpolation is performed, the wavenumber =t e

domain backscatter data have to be multiplied by the amplitude

terms due to change of variable and the asymptotic expansion Amin /(L. + D.)2/4 + R2

of (8). Then, the 3-D reflectivity image is obtained by simply A, < 17

: 2 L.+ D,
applying a 3-D IFFT.
where A, is the wavelength at the maximum working fre-

IV. RESOLUTION AND SAMPLING CRITERIA quency. o _
) The sampling intervals given by (16) and (17) are the usual
A. Resolutions ones in strip map SAR. The measurement points on the aperture

The resolutions in the resulting 3-D reflectivity image depengquire a minimum spacing in order to sample adequately the
on the frequency bandwidth, the center frequency and the ghase history associated with all the scatterers after the matched
mensions of the synthetic aperture. The ground-range resolutiihter. As a result, the sampling frequencies in a strip map SAR
is usually expressed as are much higher than those in a spotlight configuration. Note
c that in a spotlight SAR the minimum cross-range spacing only

~— (12) depends on the target size and the distance to the aperture, but
2B : . .
not on the aperture size as in a strip map SAR. Consequently,
whereB is the frequency bandwidth. The horizontal and Vel’tiCQ,I[rip map SAR measurements will have associated larger data
cross-range resolutions are volumes and longer measurement times.
Running a strip map SAR measurement at the spotlight SAR

by

8 )‘Zf(’ = Z;RL" (13) sampling frequency will introduce aliasing in the acquired data
® e set. However, the origin of the aliasing is known and can be elim-
inated by introducing a deterministic phase correction term. The

5 AR, cR, (14) phase correction term which needs to be applied is as follows:

T 2L, 2f.L. .
HE (x4, kr, 24) = exp [jk,, (RO —VzZ+ R+ 23)} . (18)
whereL, and L, are the lengths of the 2-D synthetic aperture

and ). is the wavelength at the center frequerfcy After applying the correction term, the aliasing has been elimi-
In practice, the frequency-domain backscatter data are wirated, the sampling rate can be increased in order to satisfy (16)
dowed to lower the sidelobes in the imagery and, as a result, ired (17). Then a second phase correction, complex conjugate
final resolutions are usually slightly poorer than those given lof the first one, is applied to restore the original phase refer-
the above formulas. ence in the data. The main advantage of this procedure is the
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reduction of both the data volume and the measurement tim g
From the viewpoint of the RMA, this pre-processing is comr
pletely transparent and does not have any side effect. Note t
the 3-D RMA maintains the same requirements in terms of i
ternal memory and computational load. The flowchart asso:
ated with this pre-processing is shown in Fig. 3. The resultir
cross-range sampling intervals (i.e., the ones used in a spotli &
SAR) are

AminF
Axa < mindlo (19) {
2,/D2 + D2
AZ < )‘minRo (20)

" T o /D2yD2

In [6] and [7], an alternative technique to process strip me.... .
data at the spotlight sampling frequency is presented. This tech-
nigue, named fequency domain replication and downsamplifig. 7. Photograph of the experiment setup with LISA.
(RMA-FReD) in [7], has been used with airborne data. With

this technique, the blurred replicas due to the aliasing fall idgsta| of 61 voxel in each dimension. Fig. 5 shows the projec-
ally out of the scene and the finalimage presents a slightly lowggsn of the images onto the three main planes. A Kaiser—Bessel
signal-to-background-ratio and a wider impulse response. Ifttqi& = 2) window has been applied along the dimensions of the
minor degradation in the image quality is accepted, one can $&Suency-domain data set [22]. The dynamic range shown in
the RMA-FReD as a quicklook processor. Note that with thgie image is 50 dB. Both results show a slight dependence on the
RMA-FReD, the data volume to be processed is by far smallgfound-range coordinate). This effect is common in near field
than that in the conventional RMA. In the next section, the régneasurements since the algorithm does not focus with the same
sults obtained with these two processors are compared.  accuracy close and distant points. Anyway, the quality of the re-
constructed image is quite satisfactory and, moreover, the pro-
V. RESULTS cessing time is very short. In the RMA case the processing time
The high computational efficiency and accurate image recoffas 3 min and 40 s, requiring about 13 MB of RAM. The image
struction of the algorithm are demonstrated both with nume®btained with the RMA-FReD processor shows some inaccu-
ical simulations and measurements using an outdoor linear Spagies which show reflectivity values below30 dBsm. These
system. The code of the algorithm has been implemented in tRwerfections are present in the near range zone because this
C programming language. The computer used to focus the dafga introduces the highest spatial frequencies. However, with
is a high-performance Sun Ultra-Sparc workstation, equipp8s processor, the processing time took only 1 min, requiring
with a 64 bit CPU and 128 MByte of RAM. What follows is theonly 3 Mb of RAM.
description of the measurement setups and the results on simulhe second simulation is intended to estimate the dynamic

lated and real data sets. range of the 3-D RMA processor. The target is similar to the
one used in the previous simulation. It consists of three parallel
A. Numerical Simulations planes spaced 40 cm, where nine scatterers have been uniformly

Fig. 4 shows a sketch of the target used in the first numdlistributed as shown in Fig. 6(a). The reflectivities now vary qnd
ical simulation. The target consists of a 3-D array of 5 x 5 ange from 0 to-80 dBsm. The measurement setup is identical
point scatterers uniformly distributed within a box of side 1 nf© that of the first simulation. The reflectivity image has been
All scatterers have the same radar cross section (RCS): 0 dB&ggonstructed using the 3-D RMA. Fig. 6(b) shows the slice cor-
A TX/RX antenna synthesizes a planar aperture of x 2 m respondmg_to a vertical plqne par_allel to the ap_erturgaato. _
located aiR, = 2 m from the target center. The number of meal N dynamic range of this image is 100 dB. As in the previous
surement points is 51, spaced 4 cm, both in the horizontal dif§ults; a Kaiser-Bessgl = 2) window has been applied. Itis
vertical cross-range directions. These sampling intervals hagen that the dynamic range of the imaging algorithm is better
been selected according to the spotlight criterion. The resultifign 80 dB. In practice, the dynamic range will be limited by
sampling intervals without the proposed pre-processing wodltf Presence of noise in the system. Table | compares the re-
be 2 cm. The frequency ranges from 2 to 6 GHz, Samp"ngcgns_tructed valge; of the reflectivity with the actual ones. The
total of 41 points with a step of 100 MHz. According to thesg'@ximum error is in the order of 1.5 dB.
parameters the theoretical resolution is 3.75 cm along the three .
main axes. B. Experimental Results

Two 3-D reflectivity images have been reconstructed using The presented 3-D imaging algorithm has been validated
the RMA and the RMA-FReD, respectively. The reflectivityexperimentally by using an outdoor linear SAR system (LISA).
image has been reconstructed in a cube of side 1.2 m, witA'lsis system is based on a stepped frequency radar which
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Fig. 8. (a) Arrangement of the measurement setup used in the experimental validation with a 3-D array of eight spheres. (b) Sketch of the target.

is equipped with a 2-D positioning system. The maximumifferent ground-rangey(= —16,0,+16 cm) and cross-range
aperture dimensions are at present limited to 5 and 1 m in the= —16,0, +16 cm) positions. The displayed dynamic range
horizontal and vertical cross-range directions, respectively.20 dB. As expected, the reflectivity at the positions of the
The positioning accuracy is better that 0.1 mm. The frequenspgheres is about23.4 dBsm, corresponding to the RCS given
range is basically limited by the type of antennas being usdx the physical optics approximation. The measured spatial res-
The system performs quasi-monostatic measurements usihgtions are in agreement with the expected ones. Note that the
two closely spaced horn antennas. reflectivity peaks of the spheres closer to the antennas are nar-
Fig. 7 shows the measurement setup used in the experimentaler because the effective synthetic aperture is larger in the
validation. The target consists of a 3-D arrangement of eighéar range. On the other hand, the spheres have a diameter of
metallic spheres of diameter 7.62 cm, positioned as shownahout four wavelengths and, therefore, they are not ideal point
Fig. 8. The dimensions of the 2-D synthetic aperture are 1 suatterers. As a result, a minor degradation or defocusing must
x 1 m, with a total of 41 measurement points equally spacée expected.
in the horizontal and vertical directions. The backscattered
fields in the horizontal (HH) polarization were acquired at 401
frequency points spaced 5 MHz within the frequency range VI. CONCLUSION
15.5-17.5 GHz. The range, from the center of the aperture to
the center of the target, was 2.3 m. The plane of the aperturéA new near-field three-dimensional (3-D) radar imaging al-
was tilted 14 degrees from the vertical. The expected resolysrithm has been presented. It is an extension of the two-di-
tions should be 2 cm in the horizont@K') and vertical(Z) mensional (2-D) RMA. The formulation has been justified by
cross-range directions, and 7.5 cm in the ground-rafige using of the method of stationary phase. Implementation as-
direction. pects including the sampling criteria, resolutions and compu-
The measurement time required in this experiment was dptional complexity have been assessed. The numerical simula-
proximately 2 h. A 3-D reflectivity image confined in a box oftions have shown the efficiency of the algorithm, which can be
side 60 cm with 61 voxel in each dimension has been recaimply implemented by using FFT codes and a 1-D Lagrange
structed. The processing time was 1 min and 43 s. Fig. 9 shawterpolator. An important feature of the proposed processing
some slices out of the reconstructed 3-D image: three slicessaheme is that by applying a phase correction term, strip-map
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asymptotic evaluation o (k) for large & can be obtained by
looking for the zeros of the first derivative of the argument of
the exponential term. The major contribution to the integral in

Front View

Side View

_ e £ (21) comes from a small neighborhood near the points where the
§ 8 § 8 two first derivatives ofu(x, ») vanish. These points are known
5 . B — as points of stationary phase.
. I R I In the RMA, the objective is to evaluate the integral
> X
- Bk, k) = // explike /22 + (y — Ry)2 + 22]
-30,-20 -10: 0, 10,1220 30 -30 20 -10 0 10 20 30
X Cross-Range (cm) Y Ground-Range (cm) % exp[—jkma} _ sz Z] da: dZ. (22)
The phase of the exponential term is given by
g [ g g LEJ O(x,z) = kplz,z) = kR — kyx — ko2 (23)
5 S ©
2 ] £ Il
N >_ N ><
R= /22 4+ (y — R,)? + 2. (24)

-30 -20 -10 0 10 20 30 -30 20 -10 0 10 20 30
X Cross-Range (cm) Y Ground-Range (cm)

If there is only one point of stationary phase, the resulting
asymptotic expansion df (k. k.) is

j2m .
———— exp|JP(x0, 2

where®,.., .. and®,. denote the second partial derivatives
of ®(x, ) evaluated at the stationary point. The stationary point

E(ky, k) ~ (25)

Z Height (cm)
-16 cm

Z Height (cm)
16 cm

- x (0, z0) is the point where the phad¥x, ») takes an extreme
value, i.e.,
-30 20 -10 0 10 20 30 -30 -20 -100 0 10 20 30
X Cross-Range (cm) Y Ground-Range (cm) 8‘1)
RCS (dBsm) o =0 (26)
43 38 28 -23 (w0,20)
Fig. 9. Slices of the reconstructed 3-D image with the eight spheres measured oP
by LISA. P =0 (27)
“ 1(zo,20)
SAR measurements can be performed at the spotlight SAR s&@#d, at the same time, it is assumed that
pling rate without introducing any degradation in the imagery.
The quality of the focused images is very high and in the nu- Poo®oe — 05 #£0 and €. #0. (28)
merical simulations it has shown to reach dynamic ranges bet{fe first derivatives of the phase function are
than 80 dB. The algorithm has been also validated experimen-
tally using a vehicle-mounted SAR system. These results have O, (z,2) = 9% =k, + ke (29)
shown the high performance of the algorithm working with an ’ Oz R
experimental data set.
The development of a new algorithm especially tailored for 9P ko
cylindrical and spherical apertures is in progress. This algorithm P (z,2) = 07 —k. + ;2 . (30)

will be used in combination with the 3-D RMA algorithm. _ ) _ o ) )
There is only one point were both first derivatives vanish si-

multaneously

APPENDIX A
APPLICATION OF STATIONARY PHASE METHOD kr(y — R,) (31)
Top = ——F———
The 2-D Fourier transform in (5) can be evaluated asymptot- 0 VEk2— k2 k2
ically by using the method of stationary phase (MSP) [21]. This
method provides an analytical solution to integrals of the form k.(y — R,)
20 = — == 2 (32)

VE2— k2 — k2
where it has been assumed thak R, (i.e., the reflectivity
image is calculated in a box centered at the origin of the coor-
dinates system which does not enclose the synthetic aperture).
The asymptotic expansion provided by the MSP is only valid if

N(k) = / / F(rw) eplibule. ) dedy (1)
R

whereR is a region in theX — Y plane, and:(x, y) is a func-
tion assumed to be twice-continuously differentiabléinThe
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the coordinate$z, ) are both real, therefore, the frequency The frequency-domain backscatter data can be expressed as
wavenumber must satisfy the following inequality: an integral of the reflectivity function weighted by an exponen-
tial phase termexp|[—jk,. R]
k2 > k2 + k2. (33)

The second partial derivatives evaluated at the stationary point d(ta, kv, za) = /// s(w,y, z) expl+jke o]
yield v
x exp|—7k,R] dx dy dz (42)
(k2 12) VIR~ 2
D0 (w0, 20) = — k2(y — R,) (34)  where the first exponential establishes a phase reference (see
e Section Il) andR is the range to the point &k, y, z), i.e

(k2 — k2) /K2 = k2 — k2 R=\/(x -2+ (y— R)? + (2 —za)%  (43)
k?(y - Ro) (35)

(PZZ('/L'()’ ZO) = -
The RMA performs a cross-range 2-D FT on the acquired
data over the aperturé. It is expressed as

kyko\/E2 — k2 — k2
P2 (20, 20) = 2y —R) (36) D(ky, k. k) = //d(a:a,k,,,za)
Moreover, the functio®(z, i) evaluated at the stationary point % 'exp[_ Gkota — jksza] dTa dza. (44)

is
By substituting (42) into (44) and evaluating the resulting sur-

face integral by means of the MSP, the final result (omitting the
matched filter term) is

(w0, 20) = =V kT — k7 — k2(y — R,). (37)

Finally, substituting (34)—(37) into (25), the resulting expres-

sion for the 2-D Fourier transform of (22) is
2n(y — Ro)k» .
Bk, by = 2T k(- R (38) o
Jk; X exp[—jkox—jhyy—jk.z)dx dydz (45)
wherek, = \/k7 — kI — k2. which has the same form as (41) after the Stolt transformation

Note that the factofy — R,) in (38) cannot be applied in (k, — k,). This shows that the 3-D FFT of the reflectivity
practice because the ground-range variapie not defined in image D(k,, k., k.) is directly related to the 3-D FFT of the

the wavenumber domain. This is an amplitude factor and as sygBasured dat& (k,, k,, k.), thus, further justifying the pre-
has a negligible effect on the quality of the final image. Thugsented 3-D RMA algorithm.

the asymptotic expansion to be used in the RMA becomes
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