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Image Reconstruction from TE Scattering Data Using
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Abstract—Compared to the TM case, the inverse scattering ¥
problem for the TE incident field is more complicated due to its TR
stronger nonlinearity. This work provides an effective method L
for the reconstruction of two-dimensional (2-D) inhomogeneous T e ~. TR
dielectric objects from TE scattering data. The algorithm applies
the distorted Born iterative method to the integral equation of
strong permittivity fluctuation to reconstruct scatterers with ;
high-permittivity contrast. Numerical simulations are performed TR ¢
and the results show that the distorted Born iterative method E
(DBIM) for strong permittivity fluctuation (SPF-DBIM) con- ;
verges faster and can obtain better reconstructions for objects e € .
with larger dimensions and higher contrasts in comparison with TR & TR
ordinary DBIM. A frequency hopping technique is also applied vl
to further increase the contrast. TR

LR

Index Terms—Electromagnetic scattering, inverse problems. Fig. 1. Geometrical configuration of the problem. Transmitte¥d ‘and
receivers ‘R” are uniformly positioned on a circle that encloses the imaging
region (which is denoted by the gridded square area). The actual object to

|. INTRODUCTION be re_cc_)n_str_ucted is denoted dg, y) (the shaded area) and the background
permittivity is €.

N microwave imaging, one tries to reconstruct the shape or

the dielectric profile or both of an unknown object from therg jncigent fields. Weret al. [16] also presented a method
scattering microwave data measured outside. Until now, mgst reconstructing the complex permittivity of a bounded
two-dimensional (2-D) microwave inverse scattering algorithmgh omogeneous object from measured scattered field data with
developed were for TM wave illuminations in which the vectorg yaye excitations. However, the contrasts of reconstructed
rial problem can be simplified to a scalar one [1]-{13], whilg)iacts in [15] and [16] are relatively low.
much less work has been reported on the more complicated Thy, this work, a new method is introduced to solve the inverse
case [5], [14]-{16]. The combination of TE and TM polarizagatiering problem for a TE wave impinging on 2-D dielectric
tions shou_ld improve the_quallty o_f reconstruction. _On the ch%jects with high contrasts without amypriori knowledge of
hand, the inverse scattering algorithm for TE wave illuminationge contrast and the size of the object. This inversion algorithm
can also be used to solve the variable-density acoustic-wa¥ased on the equation of strong permittivity fluctuation and
scattering problems and can be easily extended to three-dimgRs gistorted Born iterative method (DBIM) [3]. In Section Il we
sional (3-D) cases. _ _ first present the formulation of the method and then give the nu-

In previous work on TE wave inverse scattering, Joachierical simulations in Section I1l. The numerical results show

mowicz et al. [5] used an iterative algorithm based on thenat in the forward problem, the new forward solver converges
Newton—Kantorovich method to reconstruct complex pefssier: and in the inverse problem, the new inverse solver can re-
mittivity profiles for 2-D TE polarizations wher@ priori  construct higher contrast profiles with better quality compared
information is needed. With prior knowledge of the conductor’g, plain DBIM. Finally, some conclusions are drawn in Section

shape, Chiu and Liu [14] proposed an algorithm based on tRe A time factor ofexp(—iwt) is implied in this paper and sup-
method of moments (MoM) for reconstructing a conductq§essed.

cylinder coated with dielectric materials illuminated by T
waves. Otto and Chew [15] developed the local shape-function
algorithm that was applied to image 2-D dielectric objects with

Il. FORMULATION

The geometry considered is shown in Fig. 1. The cylindrical
dielectric object with an arbitrary cross section is inhomoge-
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Fig. 2. Comparison of images reconstructed using (a) DBIM and (b) SPF-DBIWM.fer 3 after eight iterations. (The dimensions of the object are X, 4%
0.44\,. The reconstruction region consists of €616 cells, whose cell size is 0.055 x 0.055\q.)

measure the scattered electric field at several discrete apiglesand then let the small volume approach zero [1]. After extracting

1=1,2,--+, N, the singular part, (2) can be rewritten as
The total electric fieldE(r) satisfies the following vectorial
wave equation: _OAR2
b

VXV B(r) — K E(r) = dopd(7) ) = E'(r) + PV. / W'Clr, 7)AR - E(r)  (4)

whereJ(r) is the current density of the radiating sourké,=

w2e(r)p, ande(r) is the permittivity profile to be reconstructed whereP.V. [ stands for a shape dependent principal value inte-
An integral equation can be derived for the total electric field [igral, L is a dyad dependent on the shap&gofDefining F(r) =

(the scalar form integral equation for thecomponent of mag- (I + (Ak?)/(kj)L,-E(r) andf = AR* (I 4 (Ak?)/(k7)L) ™,
netic field may also be used for TE wave inversion problert4) becomes

However, it turns out that the vector form integral equation has

a better performance than the scalar one. This has been demon-  F(r) = E(r) + P.V./ dr'G(r,v') - €-F(r)  (5)
strated by Kooij and van den Berg [17])

which is the integral equation for strong permittivity fluctuation
[18], [19].

We use the distorted Born iterative method (DBIM) described
in [3] to reconstruct the permittivity profile of a scatterer based
on measurement dat&.-. . (rr, rr), wherer gz andrr are the
locations of transmitters and receivers, respectively. To recon-
struct the unknown permittivity profile by the Born iterative
method, both the forward scattering problem and the inverse
scattering problem are solved. In DBIM, the Green'’s function
is the dyadic Green’s function for homogeneous backgroufappeared as the integration kernel in (5)] is also updated for
mediume;, I is the 2-D identity operatog(r, ') is the 2-D each iteration.
scalar Green’s functioh? = w? e, andAk? = k? — k7. To solve the forward scattering problem, we apply the method

Becausé(r, ') has a singularity of the order ¢f — /| =2,  of moments (MoM) to transform (5) into a matrix equation. To
the integral equation (2) is indeterminate if the field point ithis end, the solution region or the region of unknown field is
inside the source region. In order to overcome this difficultgiscretized intaV equal-sized subregions or cells. The cells are
we exclude a small volum, surrounding the field point at first denoted byS,,, n = 1, 2, ---, N. Letr,, be the center of cell

E(r) = E'(r) + / WGr. AR B (2)
where

Glr,r' = <T — %VV’) g(r, 1) 3)
b
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Fig. 3. Comparison of images reconstructed using (a) DBIM and (b) SPF-DBIN.fer 4 after 14 iterations.r( = 0.5288.The dimensions of the object are
0.44\ x 0.44\,. The reconstruction region consists of £616 cells, whose cell size is 0.052 x 0.052\,.)

S, andF,, = F(r,), thenF(r) can be approximated by theA. Direct Scattering Solution
superposition ofV pulse functions, i.e, Each iteration in distorted Born iterative method (DBIM)
N must solve both the forward scattering problems for the un-
known total field inside the object and the Green'’s function for

F(r) = Z FoP(r — 1) ©) inhomogeneous media. Therefore, an efficient forward solver
n=t plays an important role in the inverse scattering algorithm. We
use the conjugate gradient-fast Fourier transform (CGFFT) to
solve the forward scattering problem, which has been proven to
A be an efficient method [21]-[23].

T Ay . . . .

Plr) = 1, {|x| < —} X {|y| < —} Ko The corresponding matrix expression for (8) is

whereP(r) is a pulse basis of unit amplitude

2 2
0, otherwise T-G-¢-F=F (10)
andAzAy is the cell size.
, . ) . . where
Using (7) in (5) and testing the resultant equation by impulse

functionsé(r — r,,), m =1, 2, ---, N, we obtain a set oV = E P F,

linear algebraic equations fdf,,,n =1, 2, ---, N = [E;J ) = [FJ
— G G - £ 0
G — e Y ; — .

& dl el

N
Fr=E(ry)+> Gun &, F., m=12-- N
n=1
(8) The term is a diagonal matrix with the diagonal terms
in which
k* — k3

- - T2
G = P.V./ dr'G(ry,, 7)P(r' —1,). ) 14 k 2;2]%
b

_ According to [20], the 2-D source dydcan be expressed asthe component®”, andF, (« = x, y) areN x 1 matrices. The

1/2 = (22 +9y)/2 if the exclusion region is chosenas a C|rclepth element inE", is thea-component off (r,).

In this case, the dyag], and the vecto¥’,, in (8) become We apply the conjugate gradient (CG) algorithm to solve (10)
) iteratively. In each iteration, we use FFT to perform the matrix-

Ak§,>_ 7 vector multiply, which reduces the number of operations from

Ak = 2
) En, &= Ak, <1 + 2k2 O(N?) to O(N log, N).

ok2

Fo= (1
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Fig. 4. Same comparison as in Fig. 3, with= 5 after eight iterations.
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Fig. 5. Reconstruction by SPF-DBIM fer. = 2. The objects are square cylinders with side Ie@ﬂa. The reconstruction region consists of 8232 cells and
each cell is a small square of size 0.1834x 0.1034\,.

B. Inverse Scattering Solution whereéé = & — 5{“1; &y and 5{“1 are the values of;

In an inverse scattering problem, the permittivity profile opPtained innth and(n — 1)th iteration, respectivelyy is the

the object is reconstructed from measured scattering data. EAularization parameter; and tiig norm is assumed. As the

cause of multiple scattering, the measured data are nonlinedPNgrse scattering problem is ill conditioned in nature, a regu-
related to the object functiote(r') = ¢(r') — e (+), where larization term~||6&, ||? is introduced in the error function in

¢(r') is the unknown permittivity profile to be solved for ancd(11)- It should be pointed out that this is not the only way to
e,(r) is a guessed or estimated permittivity profile that is aSircumvent the inherently ill-conditioned nature of the inverse

sumed known. In the DBIM approach, an iterative proceduR§attering problems. _ o
is used to optimize a cost function, which is a measure of the "€ conjugate gradient algorithm, a Newton-type minimiza-

difference between the measured data and the simulation g method, is used to minimize the cost function [21]. In each
calculated from an estimated object profile. iteration, we need to calculate the gradient of the functional and

The cost function can be defined as a functiogi,of= (¢/k2) the Hessian, where the gradient is required to calculate the con-
jugate vector and the Hessian to find the step size. In this al-

as
S(¢) = %(|E5Ca(§l) —E= ||? 4+ ~]1661)1) gqrri]thm, itis assrl]JmeS. that th?.Ifurtljctiorlw.al chgnges quadrat-ically
_ %(HE;Ca(Sl) _ E;?geasHQ + ||Ezca(£1) _ E;%?easHQ \t/i\/(l)tn respect to the object profile by a linearization approxima-

+l6€11%) (11)



864 IEEE TRANSACTION ON ANTENNAS AND PROPAGATION, VOL. 48, NO. 6, JUNE 2000

(@) (b)

8 8
6 6
4 4
2 2
0 0
0.5 0.5
(a) (b)

10
‘_‘6 A

3 3 8
% Nl

o o 6
= C
K] K=}

< z 4
22 2
5 5

& & 2

0 0

-04 -0.2 0 02 04 -04 -0.2 0 02 04
y (m) y (m)

Fig. 6. The reconstruction of a square cylinder with= 6 using the frequency-hopping approach from (a) data at three frequencies (100, 200, and 300 MHz)
are used and (b) data at two frequencies (100 and 300 MHz) are used. The result in (a) is better than that in (b).

The linear relationship betweéit’,,, andé¢; can be written is exactly that used for solving the forward scattering problem

as [which is given by (8)] [3]. In other words, the same process for
solving the forward scattering problem is applied to obtain the

6By, = Fo, 661 (12)  humerical Green’s function for the updated permittivity profile
where F,, = SEi*/6¢, is Fréchet derivative operator anoi(ttg;ztip:)rr?)ﬂle is considered as the background of the next Born

6E’”P = E;:,a - E;‘;ax‘neas(p = 17 27 Ty = &, 2 = y) When
F.,, is determined, the gradient and the Hessian can be calcu-
IIl. NUMERICAL RESULTS

lated.
The scattered field;°* can be expressed as Using the algorithm described above, we have developed a
2 program to solve both the forward scattering problems and in-
ER =G, , ¢F,, (13)  verse scattering problems. The forward scattering solution is
where =1 vglidated.with the Mi.e series solution for a number of uniform
circular dielectric cylinders. In the following, we present some
reds {G;w G;y} numerical reconstruction examples. It should be mentioned that
G Gy, the forward solver (SPF-CGFFT) is not used to generate the

. , . synthetic measured data needed for reconstruction. Instead, the
is the Green’s function for the homogeneous backgroup " :
. . . . , -~ “measured data” was generated by a different code. The latter
medium with the receiver locations as the field points . ; . . . .
Solves (2) directly with different singularity handling process

— 2 2 _ H
F“EIO; (;n—grEtAoﬁ%)e/Eggl)ﬁEéa’ :tngaEcﬁ(qricT 1o7ir?t) is thez or and only the region withi(r) — ¢, # 0 is considered as the
Y Usinp (13) and (12), we can show tf?at point. solution domain (this is in contrast to the CGFFT algorithm in
9 ' which the solution domain is a square area that consists of the

2
Foy = k2 Z <1 + Akf) G, D(E,,) (14) true object as well as a portion of background). This arrange-
a=1 2k, o ment is intended to avoid the so called “inverse crime” as the
whereD is an operator that converts a vector into a square dwo forward scattering codes do not generate numerically iden-
agonal matrix,é;,wq is the Green'’s function for the inhomo-tical scattered fields for identical configurations.

geneous background medium, and the field points are at the reln our numerical simulations, 16 transmitters and 16 receivers
ceiver locations. are equally placed on a circle of radius 10.0 m. The operating
To calculate the Fréchet derivative operator, the reconstructegjuency is 300 MHz. The objects are 2-D dielectric cylinders.
value ofe(r’) is used as the newy(r’) after each iteration step At first, we compare the images reconstructed by DBIM and
of minimizing the cost function. Therefore, the Green’s funcSPF-DBIM. Figs. 2, 3, and 4 are the comparisons of the im-
tion é’(r, ') has to be updated in each iteration. To calculategges reconstructed by DBIM and SPF-DBIM. The objects are

the Green’s function numerically, the matrix solution needestjuare cylinders of side length 04#and with the contrast of
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Fig. 7. Reconstruction of a square cylinder with dimensions and contraat,ok22X\, and 1.8, respectively.
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Fig. 8. Reconstruction of a square cylinder with dimensions and contraat,ok22\, and 2.5, respectively.

3:1,4:1,and 5: 1, respectively. The reconstruction region castruct the object with larger dimensions and higher contrasts
sists 0f16 x 16 square cells. The size of each cell is 0.85%  without a priori information, we applied the frequency-hop-
0.055)¢ Iin Fig. 2, and0.052g x 0.052)\¢ in Figs. 3 and 4. In ping technique described in [22] in some cases. In the frequency
each example, the number of iterations for both methods drepping approach, the permittivity profile reconstructed from
the same. These examples indicate that both the shapes langr frequency data is used as the initial guess to the higher
the permittivity values obtained from SPF-DBIM are closdrequency problem. After several steps of frequency hopping,
to the real objects than are those obtained from DBIM. Alsge can acquire a much better image than that obtained by using
the background noise of SPF-DBIM is much lower than théte high-frequency data directly. The reason is that at lower fre-
of DBIM. The difference between two methods becomes mogeiencies, the Born-type approximation is a better approxima-
obvious when the permittivity of the reconstructed object irtion. Therefore, the low-frequency data help to alleviate the non-
creases. SPF-DBIM is, therefore, superior to DBIM, especialipear effect of the problem by providing initial guesses to the
in the reconstruction of a high-contrast object. In [15], the coligher frequency data.
trast of 2:1 marks the maximum region of convergence for In Fig. 6, the reconstruction is given for a square cylinder of
DBIM with TE wave illuminations. In our simulations here,diameter0.44 o with ¢, = 6. Three frequency-hopping steps
however, we found that when the contrastis beyond 2 : 1, DBI&te used in this reconstruction. For comparison, the reconstruc-
still converges. The reason is that in [15], the object is recotien by two frequency-hopping steps is also given. The image
structed from the ., scattering field, whereas in this paper, thguality from the three frequency-hopping steps is better than
scattering field include&,, and £, components, which provide that of the two frequency-hopping steps.
more information about the object to be reconstructed. In the following examples, we increase the dimensions of the

In the next example, we use SPF-DBIM to reconstruct twabject. In Figs. 7 and 8, the dimensions of the object2asex
distinct square cylinders of diametg/4)\o with ¢,. = 2. The 2),, and the contrasts are 1.8 and 2.5, respectively. The whole
distance between the two cylinders is a8¢4)\,. The recon- reconstructed region consists of 3232 cells and the size of
struction region was subdivided into 3232 subsquares of sizeeach cell i90.09g x 0.09X¢.
0.1034 X0 x0.1034 0. Fig. 5 gives the reconstructed permittivity
distributions.

When the reconstructed object becomes large compared to the
wavelength or when the contrast of the inhomogeneity becomed he introduction of the strong permittivity fluctuation theory
large, the nonlinear effect becomes more pronounced. To reconthe DBIM gives an efficient electromagnetic inverse scat-

IV. CONCLUSION
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tering algorithm for 2-D TE polarization case. The comparisorn23] W. C. Chew and J. H. Lin, “A frequency-hopping approach for mi-
has been made between the method developed in this work and crowave imaging of large inhomogeneous bodidEEE Microwave

the ordinary DBIM. The results show that the new method is sup,4;

Guided Lett. vol. 5, pp. 439-441, Dec. 1995.
P. Zwamborn and P. M. van den Berg, “A weak form of the conjugate fra-

perior because of its faster convergence speed and better image dient FFT method for two-dimensional TE scattering problertsEE
quality. By using multifrequency information, we have recon- ~ Trans. Microwave Theory Tectvol. 39, pp. 953-960, Apr. 1995.
structed the objects with larger dimensions and higher contrasts

than was previously possible. Mapriori information is needed

in this inverse scattering algorithm.
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