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Letters

Preconditioned Iterative Solution of Scattering from Rough sive to solve, wherex is any vector. Further refinement is achieved
Surfaces when the preconditioner is factoreds® = M; M., and applied as

James C. West MIIZM;I[Mgi] — Mflv. 3)

Abstract—Extensions to the functionally identical forward—backward ~ The iterative procedure then solves for the vedtor M.i and the

(FB) and method of ordered multiple interactions iterative techniques have final solution is found fronmi = M;‘ i’. M; andM,, are termed the
recently been introduced that improve the convergence characteristics with |aft and right preconditioners, respectively.

specific scattering geometries. These extensions are shown to be mathe- . . . . . .
matically equivalent to applying preconditioners to the discretized integral The generalized self-interaction matrix defined by [2], designated

equation that is iteratively solved. The same preconditioners can be used Z°?, was introduced to allow FB to converge when there is an obstacle
with any iterative solution technique. Numerical examples show that the on or near the rough surface. It includes the diagondfsulfis a block

generalized minimal residual (GMRES) and bi-conjugate gradient—stable self-interaction submatrix corresponding to the obstacle under consid-
(BICGSTA_B) algorl_thms_glve _S|m|IarIy rapld_convergence when applied to eration. Multiplying (1) by the inverse &7 gives
a preconditioned discretized integral equation.

Index Terms—Electromagnetic scattering by rough surfaces, iterative
methods.

[Z°9)'Zi = [Z°9] 'v. 4)

Some straightforward manipulations show that the generalized FB
equations of [2, eq. (17), (18)] are obtained by applying the standard

Recently, extensions have been introduced to the functionally iddrB equations [their (8) and (9)] to (4) here. The generalized self-inter-
tical forward—backward (FB) and method of ordered multiple intera@ction matrix therefore acts as a preconditioner applied to the original
tions (MOMI) iterative approaches [both of which are particular impldinear systemZ*? is, in fact, a block Jacobi preconditioner [4].
mentations of the symmetric successive overrelaxation (SSOR) algoAdams and Brown [3] considered scattering from a randomly rough
rithm [1]] for rough surface scattering calculations that yield improvegingle-valued surface with Gaussian statistics. They first factored the
convergence properties for particular scattering geometries o  interaction matrix aZ = C.C+C_, whereC andC_ are the
[2] used an expanded self-interaction matrix with FB to give a prockwer and upper triangular submatrix component# ¢¢ach including
dure they termed the generalized FB technique that converged rapid§ diagonal elements), and introduced a banded approximatids of
for a problem class where the original FB algorithm diverged. Adangsignated byC. LettingM; = CC andM. = C_, (3) becomes
and Brown [3] used a banded approximation of a factorized Helmholtz
operator that increased the convergence speed of MOMI when applied cT'cylCli]l=C'Ci'v. (5)
to one-dimensionally rough single-valued surfaces. The convergence

properties of other iterative algorithms can also be accelerated usiigplying Richardson iteration (equivalent to a Neumann expansion
these same approaches when applied to the same scattering problespsio (5) gives (5) of Adams and Brown. The factorized Helmholtz-
operation approach is, therefore, equivalent to applying Richardson it-
[l. DEVELOPMENT eration to (1) preconditioned HyI = C,CC_.
The discretized integral equation in rough-surface scattering calcuEarlier, Donohueet al. [6] showed that the banded matrix interac-
lations takes the form tion apprommatlpn (BMIA) approagh for scattering from ;lng[e-valued
rough surfaces is equivalent to using a banded approximati@nasf
Zi=v (1) apreconditioner with Richardson iteration.

|. INTRODUCTION

whereZ is the interaction matrix (the discretized integral equation . EXAMPLE
kernel),i is the unknown discretized surface current to be found, and B ) ) .
v is the known discretized source vector. Iterative solution algorithmsPreconditioners can be used with any iterative procedure. Here we

can be applied to (1) directly or can be applied to the preconditiong@nSider two nonstationary algorithms as well as the stationary FB
system [4] technique applied to the same scattering geometry used byePaio

[2] both with and without the preconditioning included in (1). (The term
M 'Zi=M"'v (2) “stationary” indicates that the same iteration matrix is used to update
the approximate solution on every iteration.) The nonstationary algo-
whereM is the preconditioning matriM should be chosen both sorithms used are the generalized minimal residual (GMRES) and bi-con-
that it approximate and so thaM ™~ 'x is computationally inexpen- jugate gradient—stable (BICGSTAB) methods. Overviews of these al-
gorithms are given in [4] and the particular implementations used here
Manuscript received July 20, 1999; revised March 14, 2000. This wof® described in [1]. For the preconditioned system of (2) these algo-
was supported by the U.S. Office of Naval Research through the Sensing &itams are formulated in terms of matrix-vector products (involving
Systems Division under Grant NO0014-92-1206 and Grant N00014-96-1-0QFe original interaction matri%) followed by the preconditioning step.
g;?g;i”‘(;g‘ggn?g ﬁ%e-'r-rgrneg aPnng)ClﬂErr]]gkis)hlp Structures and Systems S&§jock—Jacobi preconditioning is performed by an initial single direct
The author is with the School of Electrical and Computer Engineering, okY fa_ctorlng of t.he preco_nquner submatrix b|99k5 followed b_y back-
lahoma State University, Stillwater, OK 74078 USA. substitution during each iteration. The preconditioned nonstationary al-
Publisher Item Identifier S 0018-926X(00)05784-7. gorithms are, therefore, ordar + M?, whereN is the number of un-
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Fig. 1. Scattering geometry. S’
a3t 1l
knowns in the complete system amflis the number of rows included 4+ \‘\‘ L

in the blocks of the preconditioner, the same as the preconditioned FB | \

technique. The residual vector of the original system that is used for -5 ' \

the stopping test [1], [4] is recovered by multiplying the preconditioned

residual vector byZ?, an order)M? step that does not add significant

computational e.xpense.. . L . . Fig. 2. Convergence of iterative techniques with no preconditioning.
A test scattering configuration similar to that considered by Pino

et al. [2] was generated, shown in Fig. 1. The ship structure used g

0 100 200 300
Matrix-Vector Multiplies

the same dimensions as that given by Rinal. [2], and the surface —— Forward-Backward
to the left and right of the ship structure was realized from the o g'ﬁHGéSSTAB
Pierson—Moskowitz wave-height spectrum assuming a 15 m/s wind -

speed. The magnetic field integral equation (MFIE) for describing 9_:6_2 L

vertical polarization scattering from a perfectly conducting interface g, ~o

was discretized using the same hybrid moment-method/geometrical2 a3l \\

theory of diffraction approach used in [1]. Plane wave illumination \\\

from the left at a grazing angle of 1@nd a wavelength of 1 m was . \\

assumed. A sampling of 20 pulse basis functions per wavelength was \\\

used, giving 2416 unknowns. } L ,

The resulting linear system was first treated using the FB, GMRES, 50 2 4 6 8 10 12 14 16 18 20
and BICGSTAB algorithms without preconditioning (i.e., (1) was di- Matrix-Vector Multiplies
rectly solved). The convergence histories of the normalized residual . . . . . o
error Ry = v — Zi(”)||/||v||, wherei(™ is the approximate so- Fig.3. Convergence of iterative techniques with block Jacobi preconditioning.
lution after thenth iteration) are shown in Fig. 2. The residuals are
plotted versus the equivalent number of matrix—vector (MV) multiplifhis is desirable in cases where it is not cost effective to tailor a pre-
operations needed both to perform the iteration and to calculate the rmmditioner to every specific problem, or the cost of evaluating the pre-
malized residual needed to perform a valid stopping test (1.5, 2, anddnditioner is large compared to the cost of an iteration (for example,
per iteration for FB, BICSTAB, and GMRES, respectively) [1], and th# the size of an obstacle is such that’ is large compared td7?).
restart period of GMRES was set sufficiently small (75) with respeélso, block Jacobi preconditioning combined with nonstationary iter-
to number of unknowns so that the per-iteration overhead was snatilve routines are particularly well suited to parallel processing, where
compared to the MV operation time. The discretized MFIE used hetiee true matrix—vector multiplications can be performed much more
yields interaction matrices that are naturally better conditioned thefficiently than the FB-substitution operations of FB [4]. On the other
that obtained from the EFIE used by Piabal. [2], so FB is slowly hand, as shown here, the stationary FB or MOMI converges in fewer
convergent but needs 350 MV's to reach a normalized residualof.10 MV operations (sometimes as little as one half) when very good condi-
BICGSTAB convergence is more rapid but quite ragged, reaching ttiening is achieved. This can be important if performing the iterations
same residual after 82 MV's. GMRES is both faster and smoother thifiemselves is particularly expensive (such as when the interaction ma-

BICGSTAB, reachingRx = 10 after 53 MV's. trix elements must be regenerated each time they are used).
The convergence histories of the algorithms when applied with the
preconditioning are shown in Fig. 3. As in [2], the generalized self-in- REFERENCES

Feractlon block included the matrix elements correspondl_ng to the Shlp[&] J..C. West and J. M. Sturm, “On iterative approaches for electromagnetic
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the left and right limits of the ship. The preconditioned (generalized) vol. 47, pp. 1281-1288, Aug. 1999.

FB technique shows the fastest convergence, needing only 6 MV’s td2] M. R. Pino, L. Landesa, J. L. Rodriguez, F. Obelleiro, and R. J.
reachRy = 10~2. This is followed by GMRES, which reaches the Burholder, “The generalized forward-backward method for analyzing

\ . - the scattering from targets on ocean-like rough surfade€E Trans.
same level after 10 MV’s and then BICGSTAB, which requires 12 MV Antennas Propagatvol. 47, pp. 961-969, June 1999.

S. [3] R. J. Adams and G. S. Brown, “An iterative solution of two-dimen-
sional rough surface scattering problems based on a factorization of
the helmholtz operator/EEE Trans. Antennas Propagavol. 47, pp.

IV. COMMENTS 765-766, Apr. 1999.
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An MFIE-Based Tabulated Interaction Method for UHF Source
Terrain Propagation Problems Y

Conor Brennan, Peter J. Cullen, and Luca Rossi

Abstract—Approximations are introduced into a magnetic field integral
equation (MFIE) formulation of a two-dimensional (2-D) terrain scattering
problem, which allow most of the integrals inherent in the MFIE to be per-
formed analytically. The implementation of the method is discussed and an
example is given comparing its performance against a reference solution
and measured data. The new formulation applies to both TM and TE~*
polarizations and is an improvement over the electric field integral equa- Fig. 1. Geometry for terrain propagation problem. Note that terrain profile
tion (EFIE) formulation of the tabulated interaction method (TIM) in that consists of large linear segmeidts, each with a central poigt,. The source is
far-field patterns can be calculated analytically leading to increased flexi- located ap . Broken line indicates intervening terrain profile.
bility of the method.

Index Terms—integral equation methods, UHF radio propagation. To proceed, we define a segment’s far-field pattern: thaﬁq’ié =

]—"L'(é,‘,(ﬁq)) for the unit vectore . (6,) withg =1---Q andd, =
|. EORMULATION gAf whereA§ = 27 /Q. The unit vectors are defined by

Referring to Fig. 1 we note that our terrain profile is modeled as a ]
series of connected perfectly electrically conducting linear segments. ér/(¢) =2 coso+ 7§, sing )
The central point of segmefitz will be denoted by the vectgr,. As-

suming time harmonic variations of the formp(jwt) we can write wherez, . andg, , define a coordinate system relative to segn@pt
the MFIE for the current at point; € G, in the case of TM polar- 55 depicted in Fig. 1. A6 is small enough we can interpolate between

ization (though the analysis for THs similar) as the far-field pattern values to give a solution’ (p,,,) for any partic-
ular directionp,,, that may arise. Our aim thus becomes the analytical

R B, - evaluation of a segment’s far-field pattern.
Ji(p;) = K. (p;) = 9 Z / ~ Gijdipj)de (1) Inserting (4) and (5) into (1) forces the the current to take a very
gL PG specific form over each segment.
Specifically, we can write the current residing on segné&ntin a

whered = J.2, K = K.z and simple form as
K(p,) =2a(p,) x H™(p,) @) J
P Pe To(p) =Y Af exp(38e1(8,) - p1;) 8)
Gi; =H," (Blp; — p;)nlp;) - pi ®3) =1

wherep;;, = p, —p; and3 = 27 /X is the wavenumber of the radiationWhere

of wavelength).
We propose introducing two approximations which will allow the AqL

majority of the integrals occurring in equation (1) to be calculated an- LIZL

alytically. This is in contrast to standard moment-method-based solu-

tions, which are effectively forced to calculate such integrals nume(,imere (see Fig. D

cally, a requirement that leads to their well-documented computatio%{ -

burden. The approximations are

=

bo($1) K= > gl bu)GinF" (pyn) ©)

(¢u) isthe angle that the vectpy, (p,;,) makes
h &, . The interpolating factors' are given by

- |(.- - 9q71|
. . n iy ==—= forf,—1 < (< ¥, 10
K(p;) = K (py) exp(10p1a - p1:) (4) vl Af U (10
' . L € = Og41] .
/ GijJ=(p;) dec = Gur exp(3Bpy )T (b)) (5) = Aeq— forf, < ¢ < 8441 (11)
G =0 otherwise. (12)

where (5) is derived using the fast far-field approximation (FAFFA) [1]

and This allows us to write, inserting (8) into (6) and recalling the defi-

nition of a segment’s far-field pattern

L' /o By [ ~ a5
Fo b)) = = / J-(p;) exv(3Bpy, - pyj) de. (6) Lo,
G Fr=3Y / A7 exp(Bfr(a,r) - py;) de (13)
=1 YGr
Manuscript received December 15, 1998; revised December 16, 1999. h
The authors are with the Department of Electrical Engineering, Trinity coyyhere
lege, Dublin 2, Ireland.
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Itis easy to show that, g5, = &7,

ra /2
FL = Z qu‘ / exp(ys3f(q,7)) ds (15)

height in metres

Q
= Z qu‘I(q,r, a) (16)

wheref(q,7) = cos 8, + cos ,, a is the arclength of the segment anc

D=0 Measured data ——
I(gq,r.a) = & fla.r) = reference ----
o 2sin(aff(q,7)/2)/Bf(q.r), otherwise. MFIE TIM ----- i

7

-100 -
Solving the problem reduces to calculating the coefficiesfs

Equations (9) and (16) together can be taken to define a mat
equation for theAg‘. This governing matrix is sparse and car
be solved by a number of different iterative schemes though tt
is beyond the scope of this communication. A simple solutio
is to truncate the summation of (9) dt— 1, thereby assuming -140 ; _
forward scattering and allowing for the sequential calculation ¢
the Aﬁ coefficients. Once known, these coefficients are used v {
(16) to trivially calculate the far-field pattern for that segment -160 ! .
which in turn is used in the calculation of the coefficients as

sociated with subsequent segments as well as the electric fi

above the surface. It is important to note that, considering tl -180
geometry of typical terrain problems, which leads to near-grazir 0 2 4 6 8 10 12
propagation, the majority of the coefficients’ will equal zero. distance in kilometres

Only coefficients pertaining to propagation in the near-horizontal

direction will be excited. Hence, our current description is ver
P l\éig. 2. Fields (bottom) 2.4 m over terrain profile (top) at 970 MHz. Source

much compressed, a few; coefficients is all that is necessary .o at (0.0,45.4). 100 m of terrain added from (0.0.35.03-00.0, 35.0)

to describe a current regdmg on a group. In the numer'c_a! €Xs buffer to prevent spurious diffraction due to nonclosed nature of problem.

ample presented in Section Il the maximum number of coefficientgrrain was sampled at 50 m intervals and we worked with linear segments 25

needed to represent the current on any segment was 13. Thignig length. FAFFA was used to explicitly compute current samples and far-field

in contrast to a standard pulse-basis approach, which would ha&alerns for flrs_t :/L50mof-prof||e. Analytlc far-field patterns vyere_used fc_)r the
ired over 300 unknowns ber seament. This compression merest of the terrainA# = 7 /200 and in order to calculate near-field interactions

require ) p g : b p h FUsedP = 30 subsegments. The near-field was restricted to the interaction

that far-field patterns can be calculated very efficiently indeed am@tween adjoining segments.

the complexity of the method reduces t(M?) where M is

the number of segments used in the problem.

-120 -

field strength/dB

memory requirements of the TIM are thus of a similar order to the

II. | MPLEMENTATIONAL |SSUES ANDNUMERICAL RESULTS FAFFA.
First hould note that i h h tis th The second issue is that the introduction of the approximation (4)
Irst, one should note that In cases where each segment IS ef%n?ﬁvalid in the immediate vicinity of the source, rendering (8) and

lengtha, the quarjtltles'(_q, r,a), being the essentle_ll bqumg blocks the subsequent analytical evaluation of the far-field patterns invalid for
of each segment’s far-field pattern as per (16), will be required repeié-

. . " gments in this region. This problem is easily rectified by explicitly

Edly trrc)lu?h;uathef|r;1pler2ent_at{on.n1(;o t:nrs%r(ieneff::etrr]i():(ytthsy Shocl: Iculating current samples in this region using the fast far-field algo-

€ calculated once for eac pée r) and stored in a matrixto be use rit(§1m [1] or some other such fast scheme and numerically calculating
as required. Our previous formulation [2] was based on an EFIE apd, ¢ field patterns of these near-source segments
did not allow a simple analytic formula fdi(¢, ) such as is given by o ) ) o L
(17). Instead these important quantities were numerically tabulated and '€ final issue is that the geometric approximations underpinning
imported from problem to problem. Subsequent work [3] has sugges{@a Pecome less accur;;e als t:‘he scatterllcng iegﬁgmapprr](;achets
that such approximate analytical results are possible within the EFfE¢ ‘TeCeiving” segmentz... In the case of such near-neighbor inter-

framework though they are more complicated than the simple resi@ions the authors found it useful to subdivide segnient into P
presented here. subsegment&”; , for p = 1--- P, each with centep,. We can define

In addition, when one considers the geometries of typical terraie far-field patterr (%) of each of theP subsegments, thus

profiles it is understood that we only need calculate and store group

far-field patterns for a limited range of near-grazing angles. Hence, we o

need only calculate the “building blockd¢, ) for pairs(q,r) re- FFe) Z Ag’ exp(1881:(64) - pyry) (¢, 7.0/ P) (18)
lating to propagation residing within a few degrees of grazing. The —
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where each subsegment is now of arclenrgtF. We then use the more  Analysis of Aperture-Coupled Hemispherical Dielectric

precise relation Resonator Antenna with a Perpendicular Feed
. P
[ asdode= Y Gy esouinn, 07" 6,0 . W- Leung
G p=1
(19) Abstract—The aperture-coupled dielectric resonator antenna (DRA)

L ) _ - wit_h a p_erp_endicular feed is studied theoretica_lly_ and experimentally.
whereF (P)(i)p,) can be found by interpolating between thE (P’ This excitation scheme has the advantage that it isolates the DRA from

The computational technique outlined in this paper has been useé‘féve c!rcuitry _and me_anwhile fully utilizes the whole feed substrate for

calculate fields over several terrain profiles for which experimental defgtve-circuitry integration. The effects of the slot length, slot offset, and
. . . Ubstrate permittivity on the input impedance are discussed.

has been made available. Fig. 2 illustrates the excellent agreementsbe-
tween the fields predicted by the techniques outlined in this paper andndex Terms—Dielectric resonator antennas.
both the measured data and a slow reference solution which used a for-
ward scattering EFIE-based solution. Our new computational method,
running on an IBM Power PC, took 5 s to give the results shown. This
should be compared with computation times of the order of a day for theThe dielectric resonator antenna (DRA) [1] is an attractive radiator
reference solution. Our experience has shown that most practical fgcause of having no metallic loss. It offers other advantages such as
rain propagation problems can be accurately analyzed using the TBmall size, light weight, low cost, and ease of excitation. Moreover,
However, the geometrical approximations underpinning the method iée DRA can be easily integrated with active circuitry and a number of
come suspect when applied to structures with sharp wedge-like pragicitation schemes [2]-[7] were investigated for this purpose. In these
sions such as buildings etc. In these cases it is advisable to considexgitation schemes the DRA resides either on the feedline side or on
hybrid FAFFA/tabulated interaction method (TIM) approach allowinghe ground plane side. The former suffers from the problem of spurious
for more accurate near-field analysis in problem areas as requiredctipling between the DRA and active circuitry, whereas in the latter
conclusion, the ability to analytically describe the currents residing ¢he DRA occupies one side of the feed substrate and, thus, substantially

a given segment and, hence, its far-field pattern lends a great flexibili§duces the usable substrate area. To solve these problems, the aperture-
to our new MFIE-based formulation of the TIM. coupled DRA with a perpendicular feed has been proposed recently [8].

This method is especially useful for implementation of large phased

arrays where a large substrate area is required to accommodate phase

shifters, amplifiers, feed lines, bias lines, etc. Thus far, the study has

The authors would like to thank Forbairt, Ireland for supporting thigeen solely experimental and limited to the cylindrical DRA only. In

research and Prof. B. Andersen, Aalborg University, Denmark, for sUjs |etter, the hemispherical DRA version is studied theoretically and

plying the terrain profile and measurements used in this Communi(@(perimentally, with the DRA excited at the fundamental JiEmode

tion. [5], [9]. The effects of the slot length and offset on the inputimpedance
are discussed. Moreover, the effect of substrate permittivity, which has

REFERENCES not been investigated in [8] is also reported in this letter.

|. INTRODUCTION
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of width W is printed on the perpendicular feed substrate of dielectric
constants,; and thicknessl. The cross section of the substrate was
used to feed the slot. At the aperture position, the mircrostripline and
its ground plane are electrically connected to the DRA ground plane.

The approach of [10] is used in the analysis. By using the equiv-

alence principle, the slot is short-circuited and the fields are gener-
ated by two equivalent magnetic currents flowing on adjacent sides
of the DRA ground plane. First consider the feedline part. The mi-
crostripline is assumed to be propagating a quasi-TEM mode of fields
E* = ceT8% and H = +heT/7r% whereé(y, z) = ey + €. 2
andﬁ(y, z) = hyy + h.Z are normalized transverse modal fields [11]
and 3, is the propagation constant of the microstripline fields. Sup-
pose there is an incident signal of fields™, H*, which propagates
from the input microstripline port. Then the reflected signal from the
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3.80 GHz

O
V7 3.50 GHz (Theory)
U
FAN

Substrate — .1 ‘ -
Ground Plane \ Microstripline

Feed Substrate €,

(@

DRA *
\—’y

fo—stfpe] Vy Fig. 3. Measured and calculated input impedance of the DRA for
LI L = 11.0,14.0, and17.0 mm:a = 12.5 mm,&,, = 9.5, W = 0.9 mm,
&rs = 2.33,d = 1.57 mm, andiW,; = 4.6 mm.
W
o ®) < A

. - 320GHz 3.50GHz 3.80GHz
Microstripline /

Feed Substrate €

&)

Fig. 1. The geometry of the aperture-coupled hemispherical DRA with a
perpendicular feed. (a) Perspective view. (b) Front view.

Fig. 4. Calculated input impedance of the DRA for, = 2.33,6.15, and
10.2:a = 12.5 mm,s,., = 9.5, L = 14.0 mm,W = 0.9 mm, andd = 1.57
mm.

of the incident signal is then given by = R4 + ks = Rp — 1.
To determineR g, the reciprocity theorem is applied 04, H, and
Eg, Hgp as follows:

_/'/_/—/

Fig. 2. [lllustration of the surfaceS, Sz, and Sy used in the reciprocity // Esx Hg-dS = // Epx Hy-dS (2)
analysis. o !

DRA ground plane consists of two parts; partis a total reflection whereS is a closed surface consisting of three pieces, nasiglys-,
caused by the short-circuited slot and pBrthe fields excited by the and Sw . The surfaceS; coincides with the DRA ground plane,
equivalent magnetic curret/, on the substrate side. The total fieldsvhereasS, is parallel to and displaced frorfi;, as shown in Fig.
inpartA aregivenbyf s = EY + R4E~,Hs = Ht+ R.H~ and 2. The distanceD between the surfaces is arbitrary, as their terms
inpartBby Ex = RgE~,Hg = ReH ™, whereR, = —1isthe are cancelled out each other during the formulatisn: is a side
reflection coefficient of the short-circuited slot aftk is the excita- wall which connectsS; and S.. It was found that the contributions
tion coefficient of the magnetic current. The total refection coefficientf Sw to the integrals were zero. Ofi, we haveE4 = 0 but
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Ax Ep= M, on the original slot surfac8, . Using these facts (1)
is reduced to:

[1]

Rp = // My(y, 2)hy(y, 2) dS 2 [2]
So

[3]

which is the result of [10].

The next step is to enforce the continuity of tangenfigffields
across the slot, resulting in an integral equation for the magnetic cur-
rent M, . In addition to (2), we have two equations for the two un-
knownsRp and M, . Use is made of the moment method to expand [5]
the magnetic current?, asM, (y, z) = Sh_; Vi fu(2) fo(y — yn),
wheref, (z) andf,(y) are pulse and piecewise sinusoidal (PWS) func-
tions [5], respectively. Employing the Galerkin’s procedure, two matrix [6]
equations that correspond to the integral equation atftitoRp — 1
are obtained, from which the unknown voltage matrix is solved

[7]
Vo] = {Viw = Yiro] + [Avn][Ava] '} 240, ®3)

[8]
whereY;,, andY,,,, are DRA and substrate admittances, respectively,
andAw,, is associated with the feedline field. The superserggnotes [9]
the transpose of a matrix. Evaluation}yf,,, is performed in the same
manner as before [5]. However, this is not the caséfpy andAwv,, 10]

because the slot is now on the cross section of the substrate, not on
the substrate ground plane. Evaluatiorgf, andAv,, thus involves
integrations of:, which are performed analytically in spatial domain. [11]
On the other hand, the integrations wfare performed, as usual, in
spectral domain. Finally, the reflection coefficient is given By=
[Av,,]'[V,] — 1 from which the input impedance at the slot position is
easily found througtZi, = (1+ R)/(1 — R).

(12]

lll. RESULTS

A hemispherical DRA of radius = 12.5 mm and dielectric con-
stants,, = 9.5 was measured using an HP8510C network analyzer. To

1007

REFERENCES

S. A. Long, M. W. McAllister, and L. C. Shen, “The resonant cylindrical
dielectric cavity antennaJEEE Trans. Antennas Propaga¢ol. AP-31,

pp. 406-412, May 1983.

R. A. Kranenburg and S. A. Long, “Microstrip transmission line ex-
citation of dielectric resonator antennaglectron. Lett, vol. 24, pp.
1156-1157, Sept. 1988.

R. A. Kranenburg, S. A. Long, and J. T. Williams, “Coplanar waveguide
excitation of dielectric resonator antennd&EE Trans. Antennas Prop-
agat, vol. 39, pp. 119-122, Jan. 1991.

J. T. H. St. Martin, Y. M. M. Antar, A. A. Kishk, and A. Ittipiboon,
“Dielectric resonator antenna using aperture couplifidgttron. Lett,

vol. 26, pp. 2015-2016, Nov. 1990.

K. W. Leung, K. M. Luk, K. Y. A. Lai, and D. Lin, “Theory and ex-
periment of an aperture-coupled hemispherical dielectric resonator an-
tenna,”|IEEE Trans. Antennas Propagatol. 43, pp. 1192-1198, Nov.
1995.

G. P. Junker, A. A. Kishk, and A. W. Glisson, “Input impedance of aper-
ture coupled dielectric resonator antend&EE Trans. Antennas Prop-
agat, vol. 44, pp. 600-607, May 1996.

G. P. Junker, A. A. Kishk, A. W. Glisson, and J. Guo, “Input impedance
of microstrip-slop-coupled dielectric resonator antennas mounted on
thin dielectric layers,”Microwave Millimeter-Wave Comput.-Aided
Eng, vol. 6, pp. 174-182, 1996.

K. W. Leung and M. W. To, “Aperture-coupled dielectric resonator an-
tenna with a perpendicular feedlectron. Lett. vol. 33, pp. 1000-1001,
June 1997.

A. A. Kishk, G. Zhou, and A. W. Glisson, “Analysis of dielectric res-
onator antennas with emphasis on hemispherical structutesE An-
tennas Propagat. Magvol. 36, pp. 20-31, Apr. 1994.

N. K. Das, “Rigorous analysis of an aperture-coupled microstrip antenna
fed by a microstrip line on a perpendicular substrateEE Microwave
Guided Wave Lettvol. 4, pp. 202—204, June 1994.

D. M. Pozar, “A reciprocity method of analysis for printed slot and slot-
coupled microstrip antennaslEEE Trans. Antennas Propagatol.
AP-34, pp. 1439-1446, Dec. 1986.

G. P. Junker, A. A. Kishk, A. W. Glisson, and D. Kajfez, “Effect of
air gap on cylindrical dielectric resonator antenna operating in:TM
mode,”Electron. Lett, vol. 30, pp. 97-98, Jan. 1994.

avoid the air-gap error [12], conducting adhesive tapes were mountedltaveling-Wave Analysis of a Bifilar Scanning Helical

on a foam board to form the DRA ground plane. The DRA was placed
on the adhesive side of the conducting tapes to remove any possible air
gap between itself and the ground plane. Although an effective air gap
due to the adhesive material may exist, the effect is much smaller than
for an air-filled gap. Fig. 3 shows the measured and calculated input
impedances fol. = 11.0,14.0, and17.0 mm, with the slot located

Antenna

Robert K. Zimmerman, Jr.

Abstract—The bifilar scanning helical antenna is analyzed by consid-
ering the structure to carry a single traveling wave. It is shown that the

at the center of the DRA (i.eya = z4 = 0). Reasonable agreementrelative phase velocity (v/c) must equal unity to yield the scanning features
between theory and experiment is obtained. It is observed that the cslwewn by numerical experiment. This is at complete odds with monofila-

pling (radius of impedance circle [5]) increases withas expected. An ment helices (Kraus), which display a slow wave structure.

excellent impedance match is obtained for= 14 mm, at which the
measured and calculated resonant frequencies|@nif) are 3.55 and
3.50 GHz (error 1.4%), respectively. The frequencies are very close to
the predicted value given in [5].

Index Terms—Helical antenna, scanning antennas.

. INTRODUCTION

Fig. 4 shows the calculated input impedance for different substrateNakanoet al. [1] were the first to document the scanning feature
permittivities with L = 14.0 mm andy, = zs = 0. In each case, of bifilar helical antennas with large pitch angles. In their paper,

the width of the microstripline is changed to maintain al5@edline.

they numerically analyzed the radiation pattern from a bifilar helix,

With reference to the figure, using a higher results in a stronger cou- as shown in Fig. 1. The helix diameter was about 0.06th a

pling. This is because increasing. will decrease the effective wave- pitch
length in the slot and, thus, lengthens the slot electrically. The effects
of the slot offsetg; andz, on the input impedance were also studied.
It was found that the results, like the effect of the slot length, were very.
similar to those of the previous configuration [5] and are omitted he(gsa.
for brevity.

angle a of 68 A six turn helix, with a 400¢) resistive
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load at the end, was used to emulate a longer structure. The z
resistive load terminates the traveling-wave structure so that the resistive
effects due to reflected waves are minimized—as if the antenna
were much longer. Nakano documented a major conical radiation
lobe that scanned in direction (from backfire to normal) over the
frequency range 1.3-2.5 GHz. This is shown in Figs. 2 and 3. In
the following section, we analyze the structure to show that this
feature is due to wave propagation on the helix withc = 1.

Il. ANALYSIS

The following analysis will use the helix presented in crossview in
Fig. 4. The notation below will be used:

D diameter of helix (center to center);

S spacing between turns (center to center);

o pitch angle = arctafb/w D);

L length of one turn;

n number of turns;

A axial length = nS;

1) direction of major radiation lobe; i ] o ] - o
9 18C° — o; Fig. 1. Nakancet al.[1] used a six-turn resistively terminated bifilar helix in

. . their numerical experiment to emulate the performance of a longer helix.
relative phase velocity: v/c.

Consider the condition for the wavefront shown to exist: we must
have the phase delay over patiplus the phase length over the p&h
sum to an integral number of wavelengths. If the wave traveling up the
helix has relative phase velocity= v/c, the total phase length over
pathA (n turns) is

(nL/p)\) = n(wD/cosa)/pA 300

as can be seen with the aid of Fig. 5 showing a turn of the helix “un- 270
wound.”
The phase length for patf is

240

Q/N = (Acosp)/A =nS(cosd)/A = [n(rD tan «) cos ¢|/ .

180

Accordingly, for closure we must have
Fig. 2. Major backfire conical lobe documented by Nakanal.in [1].

n{(wD/cos a)/p\ + [n(7D tan a) cos ¢] /XA = m . RESULTS

Nakanoet al. [1] used the following values in their paper:
wherem is an integral number of wavelengths. For a first-order lobe
n = m and we have

@ = 680
D=16cm
1/(pcosa) + (tana)(cos ¢) = A/ D A=23t012cm (Frequency= 1.3 to 2.5 GHz).
which may be immediately solved for Using these values with the above equationffowe may plot the
direction of the major radiation lobe versus frequency as in Fig. 6 for
the valuep = 0.6 — 1.0. We see thgt = 1.0 reproduces the scan data
¢ = arcco L1 of Nakano (Fig. 3) exactly.
tano (7D pcosa

IV. DISCUSSION

Nakano, in Fig. 3, presents his data for the arfgle 180° — ¢. The bifilar helical antenna of Nakano operates strictly as a radi-
Accordingly, the expression férincorporates a negative sign ating “twisted” parallel transmission line. The relative phase velocity
isp = 1, as would be expected for a transmission line without dielec-

tric loading. This stands at contrast to the monofilament helical antenna

g — arcco{ -1 [L o1 } } (axial mode) of Kraus [2], which shows a phase velocity between 0.7

tana | 7D pcosa and 0.9, self adjusting so as to maintain a maximum endfire condition.
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Fig. 3. The conical radiation lobe of Nakarbal.[1] scanned from a backfire lobe at 1.3 GHz to a normal lobe at 2.3 GHz.
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Fig. 4. Crossview of representative helix radiating in directioriNakanoet
al. [1] used the anglé = 180° — ¢.
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Fig. 5. One turn of the helix unwound to display the relation between the sides

and the pitch angler.
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Fig. 6. Calculated lobe directiof versus frequency in gigahertz for values
of p = v/c between 0.6 and 1.0 = 1.0 duplicates Nakano’s experimental
findings in Fig. 3.
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