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Abstract—in the past, both the time-domain electric and mag- First, historically, many marching-on-in-time (MOT) methods
netic field integral equations have been applied to the analysis of for solving TDIEs have been shown prone to late-time in-

transient scattering from cIo_sed structures. Unfortunately, the so- stabilities. While it has been known for several years that
lutions to both these equations are often corrupted by the pres

ence of spurious interior cavity modes. In this article, a time-do- these 'nStab'“t'_eS _Can be part_lally remedleq through spatial
main combined field integral equation is derived and shown to and temporal filtering [2]-[5], it was not until recently that

offer solutions devoid of any resonant components. Itis anticipated Bluck and Walker demonstrated that judiciously constructed
that stable marching-on-in-time schemes for solving this combined MOT schemes relying on accurate spatial integration rules and

field integral equation supplementeq by fast transient evaluqtlon implicit time-stepping schemes are for all practical purposes
schemes such as the plane wave time-domain algorithm will en-

able the analysis of scattering from electrically large closed bodies stable [6], [7]. While [6] and [7] arrive at this conclusion

capable of supporting resonant modes. for MOT schemes designed to solve magnetic field integral
_ _ . equations (MFIEs), it has been reported that MOT schemes for
Index Terms—integral equations, transient electromagnetic : . . . . .
scattering. solving electric field integral equations (EFIES) can likewise

be “stabilized,” albeit with a little more difficulty [8]-[11].
Second, the cost associated with the application of traditional
. INTRODUCTION MOT schemes scales unfavorably with problem size. Indeed,

N recent years, the electromagnetics community has pursﬂi@@ computational complexity of classical MOT schemes scales

I with renewed vigor the development of efficient transierds O(N: V), where N, is the number of surface unknowns
simulators. These simulators rely on either differential or int&nd V; is the number of time steps (for a surface scatterer
gral equation formulations and aim to accurately and efficientfy: typically scales as,/N;). This scaling law renders the
characterize broad-band and nonlinear systems. Historicar;}?,aWSiS of electrically large structures using a classical MOT
differential-equation methods for analyzing electromagne gorithm practically impossible with current computational
transients have been favored over their integral equatifsources. However, recently, an algorithm that considerably
counterparts [1]. When applied to the analysis of volunf&duces the computational complexity .of conventional MOT
scattering problems, differential-equation-based methods offéhemes was proposed. Specifically, it was shown that the
unquestionable advantages over integral equation techniggggnputational cost of an MOT analysis is reduced from
However, when analyzing surface scattering phenomena, feNV:V:) t0 O(NiN;®log N,) and O(N; NV, log™ N,) when
advantages of differential equation approaches over integhd® MOT scheme is supplemented by two-level [12]-[14] and
equation techniques fade. Indeed, integral equation methdpiltilevel plane wave time-domain (PWTD) algorithms [15],
only require a discretization of the scatterer surface as oppo$&@l, respectively. Itis anticipated that these two developments,
to a volume surrounding the scatterer and do not call f§iZ-» the construction of implicit MOT schemes and PWTD
absorbing boundary conditions, but automatically impose tRgcelerators will result in a more widespread acceptance of
radiation condition. TDIE techniques as viable alternatives to differential equation

Their intrinsic qualities notwithstanding, time-domain inteMethods for analyzing transient surface scattering phenomena.
gral-equation (TDIE) methods have not enjoyed widespread!n thg past, both the time-domain_MFIE and EFIE have been
application, even in the study of surface scattering phenomef¥tensively used to analyze transient scattering from closed

Two principal hurdles have impeded their general acceptanéla'.rface_s- As was poin_ted out before, most MOT schemes
for solving these equations were found to be unstable. Ever
since the insightful studies of Rynne and Smith [3] and Smith
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time domain MFIE and EFIE are prime candidates for such
undesirable shifts as they reside on the imaginary axis. It is
now known that carefully constructed implicit methods for
solving the time-domain MFIE are virtually always stable
(and, therefore, appear to largely avoid such undesirable pole
displacements; unfortunately, a similar statement cannot be
made about EFIES). While this progress is exciting, it does
not mean that MOT-based schemes for solving these integral

equations always yield accurate results. Indeed, while in theory

the cavity poles of a closed body are never excited upon >
external illumination [18], practical numerical schemes will Incident Pulse
develop solutions that contain components corresponding to
these (slightly perturbed) resonances [3]. The excitation of the
modes described by these poles does not necessarily lead t
instabilities, but does result in inaccurate solutions.

This article presents a study on a resonance suppressing
scheme for TDIE solutions. The issue has gained new relevance
with the availability of implicit and fast TDIE techniques
capable of analyzing scattering from large-scale objects that
possibly support resonances. In tackling this problem, we b“il%. 1
on the vast body of research on this topic in frequency-do-
main analysis. It is well known that the solutions to both the
frequency-domain EFIE and MFIE can be corrupted wheh Time-Domain Integral Equations

the frequency of the incident field approaches that of one|et § denote the surface of a closed perfectly conducting
of the scatterer’s resonant modes. It is also known that thjgdy that resides in free-space and that is excited by a tran-
interior resonance problem can be remedied using a varigf¥nt electromagnetic fieldE'(r, ¢), H'(r, t)} (Fig. 1). The

of approaches. Chief among those and perhaps most widgleraction of the incident field witl$ results in a surface cur-
accepted is the use of a frequency-domain combined figlshts(r, ¢), which in turn generates a scattered electromagnetic
integral equation (CFIE) [19], [20]. field {E°(r, t), H*(r, t)}. These fields are fully characterized

In this paper, a time-domain CFIE for analyzing scatteringy the vector and scalar potentials defined as
from three-dimensional perfect electrically conducting (PEC)

A

Description of the problem.

closed surfaces is presented. It is argued that the proposed CFIE 1o I T)

eliminates the interior cavity modes that possibly corrupt the Afr, 1) = E/S s R (1)
solutions to the EFIE and MFIE. Indeed, it is experimentallyng

verified that the solutions to both the time domain EFIE and 1 o', )

MFIE are prone to inaccuracies resulting from interior reso- o(r, 1) = Téo /S ds R (1b)

nances as practical MOT schemes for solving these equations
develop nonphysical resonant currents. Finally, it is experimenhere
tally demonstrated that implicit MOT schemes relying on accu- R = |R||r — /| distance between the source and observa-

rate temporal and spatial integration rules for solving the pro- tion points;

posed CFIE remove all nonphysical resonant components fromr = ¢ — R/c retarded time;

the solution and, hence, constitute a stable and viable approach speed of light;

for analyzing transient scattering from electrically large objects. ¢, and:q permittivity —and  permeability  of
This paper is organized as follows. In Section Il various free-space, respectively.

time-domain integral equations (including the proposed CFIB)so, o(r, t) denotes the surface charge density that is related
are presented and their properties discussed. An MOT schewméd (r, ¢) through the continuity equation
for solving the CFIE is also outlined. Section Il provides a
plethora of numerical results that demonstrate the efficacy of V-J(r, t)+8o(r, t) = 0. 2)
the proposed method in eliminating nonphysical currents cor-
responding to resonant modes that plague time-domain EF|gwhat follows, surfaces conformal 1 (but residing just out-
and MFIE-based approaches. Finally, Section IV presents @lidle and just insid&) are denoted by, andS_, respectively,
conclusions. andn denotes an outward pointing and position-dependent unit
normal toS.
To arrive at a time-domain EFIE, note that the scattered elec-
tric field E°(r, t) can be expressed in terms of the above poten-
In this section, a time-domain CFIE for analyzing scatteringpls as
from closed structures is introduced. An MOT-based scheme for
solving this equation is also outlined. E*(r.t) = -0, A(r, t) — VO(r, t). 3)

Il. FORMULATION
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The incident fieldE*(r, t) can be related to the scattered fieldarger [3], [17]. Explicit MOT schemes lead to larger pole dis-
by enforcing the boundary condition that the total electric fieldlacement which renders these techniques virtually always un-
E'(r,t) = E'(r, t) + E*(r, t) tangential taS vanishes stable. In contrast, Bluck and Walker [6] experimentally demon-
‘ strate that implicit schemes are for all practical purposes stable,
AXAXE (1, t) = —AxAaxE*(r,t) VreS, Si, S . (4) whichimplies that these schemes avoid pole displacement into
- . theright half-plane. Second, in a numerical framework, the in-
The same condition hoI_ds true on beith and5+- Hence, using igent field does couple to the perturbed interior modes that are
(1)=(3) in (4) the following EFIE fodl(r, #) is obtained: supported by the EFIE and MFIE. While this does not neces-
A x 7 x Eir, t) . sarily lead to unstable behavior when implicit methods are used,
, it does follow that the solution can be corrupted by the presence
—AXNX {“Oat/ ds’ S, 7) of perturbed cavity modes. The actual level of excitation of these
dr Js R modes depends heavily on the details of the implementation.
\% dS’/T Bluck and Walker [6] report schemes that appear rather insen-
S —00

 4reg Vres, Sy, 5. sitive though not totally immune to the excitation of these res-

VI 4 onance. In contrast, as will be de_monstrated in Sectl_op Il (nu-
-dti’} merical results), our flat-panel triangular-patch implicit MOT

R implementation does pick up resonances, albeit often in only

= LAJ(, 1)} J minute quantities. However, we conjecture that any EFIE/MFIE

®) implementation will pick up these modes provided that the inci-

TheL. defined in the above equation will henceforth be referreghnt hyise contains sufficient energy in the frequency band near
to as the electric field operator. these resonances.

Likewise, a time-domain MFIE can be derived by expressing 14 combat this resonance problem, a time-domain CFIE is

the scattered magnetic field as constructed in analogy to its frequency-domain counterpart by
combining the EFIE and MFIE as

H(r, t)= iV x A(r, t) (6)
Ho —B/moxax E'(r,t)+Aax H'(r,t)=0 YreS_ (9)
and by enforcing the condition that the total magnetic ﬁel\%hereno

; . . ) = 4/ is the intrinsic impedance of the free-
H'(r,t) = H'(r, t) + H°(r, t) tangential toS_ vanishes, i.e. to/ <o P

' space, introduced in (9) for scaling purposes gnd a (real)

. i N s constant that is greater than zero. In terms of incident and scat-
H((r,t)=-axH(r t) Vres_. ) ;

AxH(r, 1) AxH(r ) Vre ) tered fields, the above equation can be stated as

Upon using (1a) together with (6) in (7), the following MFIE —B/nof x & x Ei(r, t)+#i x H(r, t)

for J(r, ¢) results = —B/noL I, )} + Loa{J(, 1)} » Vr e S_. (10)
A x Hi(r, 1) \ = LI, 1))
_ . Js’ The combined field operatat.{J(r, t)} is a linear combina-
=Tt s tion of the electric and magnetic field operatgrsJ (r, t)} and
1 1 (VTES- B Lu(r b))
. [E Od(r', )+ ﬁJ(r’, )| x R As pointed out before, when numerically solving (5) and (8),

) ) poles corresponding to the resonance frequencies of the cavity
=L {J(0, O} / formed byS can be excited. On the other hand, our numerical

o . . results indicate that, for all structures tested the solution to the
wherek = E/It. Henceforth, thet,, defined in the above equa-cr | s free of cavity modes. As with the frequency domain

tion will be referred to as the magnetic field operator. CFIE [18] 3 > 0 resulted in a resonant free solution.
The singularity expansion method shows that the solution to 5, "o rier investigation into the use of the CFIE was

the homogeneous time-domain EFIE and MFIE is characteriz&césented by Vechinski and Rao in [21]. There, the authors
by the poles of the resolvent @f, and £;, [18], respectively. ' ’

Of course, some of these poles lie close to the right half-plane

and those on the imaginary axis correspond to the frequencies —B/notu X @ x OE (r, t) + i x O, H'(r, t)

of the interior cav!ty modes Fhat the EFIE apd MF_IE support. =8 LI, 1)) VYre S (11)

It has been established that in theory the incident field does not ' '

couple to the interior modes [18]. Unfortunately, because of twor the analysis of two-dimensional (2-D) scattering instead
important effects, the situation changes drastically when (5) aofi (10). The purpose of the analysis presented in [21] was
(8) are solved numerically. First, inaccuracies inherent to a @ determine whether the late-time instabilities commonly
merical scheme will result in shifting of the system poles, sonencountered in MOT schemes that rely on explicit time stepping
of which may end up in the right half-plane, which is problemean be overcome by using a combined field formulation. In this
atic because this leads to instabilities. It has been argued thateggard, no benefit from using a CFIE was observed. This can
the inaccuracies are more substantial at higher frequencies,dbain be explained using the arguments put forth by Rynne and
movement of the poles associated with these frequencies will®mith [3]. A CFIE formulation only eliminates the poles that
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lie on the imaginary axis corresponding to the interior cavit 42 : : :
modes and does not affect the location of the poles describ

the exterior problem. As the MOT scheme prescribed in [2.
relies on an explicit time-marching scheme, it is conjecture
that the poles of the resolvent &§ L. that lie close to the
imaginary axis easily shift into the right half-plane, thereb
generating instabilities. As a result, little benefit is observe
from using a resonance suppressing integral equation meth
Finally, experiments indicate that our implicit time steppini
scheme for solving (10) (see Section II-B) yields a mor
accurate solution than that of (11), based upon otherwi
very similar implementation choices; it is for this reason th:
in this work (10) was selected over (11).

Current (A/m) —
3

B. MOT Algorithm

Equation (10) can be solved numerically by adopting a di
crete representation for the currditi-, ¢) and by discretizing the
CFIE accordingly. Following standard practice, the scatterer | oo
modeled by flat triangular facets and the curré(#, t) is rep-
resented using spatial and temporal basis functigfes) forn = 6 02 04 08 08 1 12 14 16 18 2
1, .-+, NyandZ;(t)forj = 0, - --, N, such that Time {s) > x 107

R TR TR TR TR
g 200
[=3 V]

Ny N, ) . . .
B Fig. 2. Comparison of the currents observed on a cube as a function of time.
J(”" t) = Z Z I, jJn("')Tj(t) (12)  Thecurrentsare computed using the time-domain CFIE code fo10 (MFIE),
j=0n=1 0.25, 1.0, 4.0, andc (EFIE).

Whergln,]: IS the weight assgmated with fche spac;e—t|me basthse classical MOT scheme. Assuming that the currents up to the
function j,(v)Z;(¢). In our implementation, thg,(r) are

chosen to be the Rao—Wilton—Glisson (RWG) basis functio <s[ - 1)th time step are knO\_/vn, thls. equat!on permits the compu-
a’tépn ofthe currents associated with jttletime step. Hence, the

which have been used extensively in the integral-equation-base . : ) .
currents at all time points of interest can be computed recursively.

analysis of both time-harmonic and transient scattering phe-In our practical implementation of this scheme the inner

nomena [22], [23]. The temporal basEgt) = T'(t — j At) . ;
are assumed to be triangular functions [23]. In other wora‘%rOdUCt that appear in (13a), (13c) and (d) are evaluated using

T(#) = 1fort = 0 linearly interpolates to zero far = +A seven-point Gaussian quadrature [24]. This leads to an implicit
= = = " . X .
(A, denotes the time-step size) and is zero outside the inter\f/)%tr]ecrgijgﬁgn?rw\éeLysgmaﬂ t|£n/?1?)tﬁp s)lzci_sr;ishc;vr\]/ce)ivceer, OIP al
(—A,, Ay). It is possible to choose higher order spatial and v Hax/

temporal interpolation functions to improve the accuracy ar%léne-step size results i, being a highly sparse matrix; for

I : ery regular structures the number of entries in each row is
stability of the MOT scheme [6], [8]. By expanding the curren\é proximately©(1). Equation (13a) is then solved using a

density as in (12) and by applying a spatial Galerkin testin . ) . | h h f .
rocedure at — #; = j Ay, the following matrix equation is onstationary iterative solver such as the transpose-free quasi
P I t minimal residual (TFQMR) method [25].

obtained: Ithasbeen observedthatthe MOT scheme for solvingthe MFIE

‘ i is easier to stabilize than that for the EFIE. The studies of Ma-
Zol; = Fj"C — Z ZiLi (13a) naraetal.[8] and Rao and Sarkar [10] notwithstanding, we have
=1 found that implicit schemes and accurate integration rules do not

guarantee stability when the spectrum of the incident pulse con-
tains the resonance frequencies of the scatterer. To combat this
EFIE instability, averaging as suggested by Rynne and Smith [3]
Tim=1Im,; (13b) is used, though it should be stressed, only for the EFIE. On the
other hand, MOT schemes for solving the CFIE and MFIE have
been found to be always stable as long as implicit time-stepping
methods and accurate integration rules are used.

where the entries of the vectdfs, ]—";"C and the matriceg; are
given by

Fine =—B/nolim(r), & x o x E'(r, ;)

+ (), o x Hi(r, ;) (13c) lIl. N UMERICAL RESULTS

Z1,mn ==B/m0 G (1), LA ()T () )y, The objective of this section is to demonstrate that the above

+ (), L3 (T () D),, - (13d) proposed time-domain CFIE yields solutions uncorrupted by the

’ presence of cavity modes even when the spectrum of the inci-
In the above equation§p(r), £(r)) = [4 dS¢(r) - £(r) de- dent pulse includes one or more of the scatterer’s resonance fre-
notes the standard inner product. Equation (13a) is the basisqaencies. As a first step toward validating our codes, the current
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Fig. 3. (a) Comparison of the current observed at a point on a sphere computed using MFIE, EFIE and ERIE]. (b) Comparison of the absolute value
of the Fourier transform of these currents. (c) The absolute value of the Fourier transform of the difference between the currents computeichesdaribant
CFIE and MFIE.

on an electrically small structure obtained using the CFIE cogeted using FISC (fast lllinois solver code), a frequency domain
will be compared against those obtained using codes based ufast multipole-based CFIE code that has been extensively vali-
the EFIE and MFIE presented in (5) and (8), respectively. In thifated [26]. To give a more quantitative feel to figures containing
experiment, it will be ensured that no resonant modes are ¢ixese comparisons, root mean square (rms) deviations of results
cited by virtue of the choice of dimensions of the scatterer wittbtained using time-domain codes from those obtained using
respect to the wavelength at the highest frequency present inEh8C (or analytical results where available) over a range of an-
incident pulse (delineated by the notion of bandwidth to be igles are given to demonstrate the relative errors of the three ap-
troduced shortly). Next, the currents on and the far-field signproaches. The incident pulse used in all the examples that follow
tures of electrically large structures will be computed using the a modulated Gaussian given by

time-domain CFIE code. The far-field signatures will then be
Fourier transformed into the frequency domain and the object’s
radar cross section (RCS) will be extracted at several frequen-
cies. These results will then be compared against the RCS com-

(r— tp)2

202

E'(r, t) = pcos(2n for) exp [— } (14)
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Fig. 4. The radar scattering cross section of a sphere in-theplane extracted from the time-domain CFIE and MFIE is compared to that obtained from FISC
for four different frequencies. The incident wave propagates atoag—2 and isp = & polarized. (a) 120 MHz. (b) 190 MHz. (c) 240 MHz. (d) 280 MHz.

wheref; is the center frequency,= ¢t —r - fc/c, k denotes the plane wave withf, = 100 MHz and f,,, = 40 MHz, trav-
direction of travel of the incident wave, agidts polarization, eling anngIAc = —Zz with p = % is incident on the cube. The
o =6/(27 fyy), tp, = 3.50, and fu,, Will be further referred to cube is discretized into 450 spatial unknowns. It is ensured that
as the bandwidth of the signal. Itis to be noted that the power jn= fo+ fi., is less than 150 MHz, which is the frequency of the
the incident pulse is down by 160 dB At= fo + f»., relative first resonant mode of the cube. In Fig. 2, the magnitude of the
to that atfy. Also, it is well known the operational count ofcurrent at a point on the cube’s upper surface computed using
the classical MOT solver scales €N, N?) where N, is the 3 = 0.0 (MFIE), 0.25, 1.0, 4.00c (EFIE), is plotted against
duration of the analysis antl, is the number of spatial samplestime. It is seen that the temporal signatures of the current com-
that the surface is discretized into. The results presented hemgited using all values ¢f agree well with each other. However,
were obtained using a DecPC whose peak performance is rataetike the currents computed using the CFIE and MFIE, whose
at 500 Mflops and the maximum runtime was about an hour.magnitude keeps decreasing with time, those obtained using the
To validate the time-domain CFIE against the time-domalBFIE stabilize at a value three orders of magnitude below the
MFIE and EFIE, consider a cube of dimensions 1xmL m peak. This behavior of the EFIE has also been observed by other
x 1 m shown in the inset in Fig. 2. A modulated Gaussiamsearchers [5].
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Fig. 5. The radar scattering cross section of a cone sphere in-thplane, extracted from the time-domain CFIE and MFIE is compared to that obtained from
FISC for a set of frequencies. The incident wav is 2 polarized and is traveling in thle = —z direction. (a) 260 MHz. (b) 300 MHz. (c) 400 MHz. (d) 500
MHz.

Having ascertained that the numerical implementation afe excited. While the sphere theoretically also resonates at
the time-domain CFIE does yield a solution that coincides = 131, 275, 289, 292, 333, 340 MHz, etc., these modes
with that of the MFIE and the EFIE when no resonant modese barely excited as the power in the incident pulse at these
are excited, we next examine the CFIE's performance whéequencies is down by at least 30 dB from its peakfat
the spectrum of the incident pulse encompasses the bodjte magnitudes of the current at a point on the sphere with
resonance frequencies. To this end, consider a sphere{6f= 65°, ¢ = 72°} obtained using the EFIE, MFIE, and
radius 1 m that is discretized using 2793 spatial unknowrBFIE (3 = 0.25) codes are compared in Fig. 3(a). It is apparent
illuminated by ap = % polarized modulated Gaussian puls¢hat the solution to the MFIE exhibits a characteristic ringing,
with k = —2. The pulse has a bandwidth ¢f,, = 150 MHz, whereas that of the CFIE dies down. As mentioned earlier,
and a center frequency g = 200 MHz. The above choice of since the spectrum of the incident pulse contains resonance
center frequency and bandwidth is such that theg,TM; (184 frequencies characteristic of the body, it was necessary to use
MHz), TE,, 1,1 (214 MHz) and TM,_ 3,1 (237 MHz) modes four-point temporal averaging [3] in addition to implicit time
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Fig. 6. The radar scattering cross section of an almond in-tpelane, extracted from the time-domain CFIE and MFIE, is compared to that obtained from FISC
for a set of frequencies. The incident wavgpis- § polarized and is traveling in the = —2 direction. (a) 120 MHz. (b) 150 MHz. (c) 200 MHz. (d) 250 MHz.

stepping to stabilize the solution to the EFIE. As a consequertbe results obtained using the CFIE, MFIE, and the EFIE from
of using the averaging process, which suppresses resonaheeanalytical solutions is 0.7%, 7%, and 18%, respectively.
effects to some extent, the EFIE solution does not exhibit tide MFIE results are significantly different from the CFIE in

same features as that of the MFIE. However, both are still quitee vicinity of the above mentioned resonance frequencies.
different from that obtained using the CFIE. The differencealso, the Fourier transform of the current obtained using the
between the currents are further highlighted by examining th&FIE is slightly smaller than that obtained using the CFIE

Fourier transforms. Fig. 3(b) compares the Fourier transforrasd is distorted at the ends of the spectrum, both of which are
of the current obtained using the CFIE, MFIE, and EFIE withonsequences of temporal averaging. Examination of Fig. 3(c),
those obtained analytically (using Mie series). As is apparemthere the difference between the Fourier transforms of the
the CFIE and analytical solutions agree very well with eaaturrent obtained using the MFIE and CFIE are plotted, reveals
other, whereas the the others do not; indeed, the variationtloé presence of the principal resonant modes more clearly.
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Fig. 7. The radar scattering cross-section of an almond in-tyeplane, extracted from the time-domain CFIE and MFIE is compared to that obtained from FISC
for a set of frequencies. The incident wavgsis- ¢ polarized and is traveling in the = —& direction. (a) 120 MHz. (b) 150 MHz. (c) 200 MHz. (d) 250 MHz.

In what follows, the RCS patterns obtained using the MFIEFIE results agree reasonably well with those from FISC and
and CFIE codes are compared against those obtained uditig methods at both 120 and 280 MHz in spite of the fact that
FISC. The RCS patterns obtained using the EFIE codes atethese frequencies the power in the incident field is down
not shown as it is well known that, while the currents on thigy 45 dB from its peak value. In more quantitative terms, the
surface computed using the EFIE are corrupted by interideviation from Mie solutions at these four frequencies are
modes, the scattered far-fields obtained from them are 8%, 11%, 48%, and 51% for the MFIE results, and 1.7%,
[19]. Fig. 4(a)—(d) compare the RCS pattern in the plane 4%, 5%, and 11% for the CFIE results. These results are not
computed using the time-domain CFIE and MFIE codes, FIS8yrprising, as the existence of nonphysical resonant currents in
and Mie series solutions at four different frequencies chos#re solution to the MFIE will cause errors to propagate in any
either toward the end of the spectrum or close to a resonanR¥OT scheme. Thus, when the RCS pattern is extracted from
As is seen in these figures, the time-domain CFIE faithfullihe far-field signature, these errors are most conspicuous at the
reproduces analytical results as well as those obtained fremds of the band. While comparison of MFIE, CFIE, FISC, and
FISC while the MFIE does not. It should be noted that thilie results at other points in the range 140 MHzf < 270
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MHz are omitted for the sake of brevity, they agree very wedind closed bodies, whereas the excitation of the cavity modes
with each other as long gsis not close to any of the resonanceften corrupts the solutions to the commonly used EFIE and

frequencies.

MFIE. The CFIE-based MOT scheme has been used in con-

Next, scattering from a cone-sphere is studied. The congusction with the recently developed fast time-domain scheme
1 m long, the radius of the half-sphere attached to the cooalled the PWTD algorithm, making transient analysis of scat-
is 0.235 m, and the cone-sphere is discretized with 1656 uafing from electrically large objects possible.

knowns. The incident field is a modulated Gaussian pulse with
center frequencyy = 400 MHz and bandwidthfbw = 350
MHz; it is p = 2 polarized, and is traveling in the = —% di-
rection. The RCS patterns in the-z plane obtained from the
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CFIE code @ = 1.0) agree very well with those from FISC for
all four frequencies, those obtained from the MFIE code do not.
The results obtained using the MFIE code differ from FISC by
48%, 69%, 40%, and 93% while those obtained using the CFIE1]
code differ by 5%, 6%, 6%, and 16%, respectively. [
In the next two examples, the scatterer being analyzed is an
almond with a maximum height of 0.0575 m, maximum width
of 1.15 m, and length of 3 m and is discretized using 1104 spal3]
tial unknowns. In the first of these two examples, the incident
wave propagates alorig: —Z,isp = g polarized, has a center
frequency off, = 200 MHz, and the bandwidth of,,, = 150
MHz. The RCS in the;— plane is computed and representa- [s)
tive results are shown in Fig. 6(a)—(d). The agreement between
the results obtained from the time-domain CFIE cogle(1.0) (6]
and FISC is excellent for a broad range of frequencies, whereas
those obtained using the time-domain MFIE differ by as much
as 10 dB from those obtained with FISC. Indeed, for the results!’]
shown in Fig. 6(a)—(d), the results obtained using the time-do-
main MFIE code differ from FISC over the range of angles by [8]
64%, 105%, 84% and 67%, whereas those obtained using the
time-domain CFIE code differ by 3%, 8%, 3%, and 5%, respec-
tively. Again, only “problematic” frequencies are shown in this [9]
and the next example. Similar observations can be deduced from
Fig. 7(a)—(d), which compare the RCS patterns inithg plane
due to ak = —% propagating ang = ¢ polarized Gaussian
pulse with a center frequency ¢ = 200 MHz and bandwidth
Jow = 150 MHz. The results obtained using the time-domain(i1j
MFIE differ from those obtained using FISC by 134%, 135%,
137%, and 93%, while those obtained using the time-domain
CFIE code differ by 8%, 5%, 7%, and 15%. It should be pointed2;
out here that it is possible to extract meaningful results from the
CFIE time-domain data at 120 MHz in spite of the fact that at
this frequency the power of the incident pulse is down by abouf 3]
46 dB with respect to its peak value.

(4]

(20]

[14]
IV. CONCLUSIONS

In this article, a stable MOT scheme for solving a time-do-;5
main CFIE has been outlined. It was argued theoretically and
demonstrated experimentally that this CFIE permits the com-
putation of resonance-free solutions to scattering problems ir®!
volving closed objects. Furthermore, it has been shown that the
solution to the CFIE is accurate even at frequencies where tH&]
the power in the incident pulse is very low. Hence, this CFIE[18]
enables the accurate analysis of transient scattering from large
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