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Abstract—The magnetic fields of antenna and magnet used in in-
side-out nuclear magnetic resonance (NMR) well-logging tool are
computed using a finite-element method (FEM). A typical oper-
ating frequency of such tools is 2 MHz, at which the skin depth is
about 47 pem for copper conductor. A direct application of FEM to
evaluate power loss at such frequency, therefore, requires very fine
discretization of the conductors, which, in turn, makes the problem
numerically ill-conditioned. A perturbation technique along with
FEM is used to evaluate the power loss in conductors that avoids
the need for small discretization steps along the conductor thick-
ness. The design of the magnet, on the other hand, is complicated
by the fact that the model is nonlinear in nature because of the
presence of ferrites and steel materials surrounding the magnet
and because the size of the problem is usually quite large; quarter
of a million unknowns is fairly common. A typical nonlinear FEM
model requires about 35 h of central processing unit (CPU) time on
a Sun Ultra 60 296 MHz workstation with one gigabyte of RAM.
The magnet is built by stacking several magnet segments along the
axial direction and the objective of the design is to magnetize these
segments in such a way so as to produce a desired field profile in
front of the magnet. It generally requires many executions of the
nonlinear FEM model. An optimal control technique is used in con- i
junction with the FEM to speed up the design process. Very good
agreement between the measured and computed antenna efficiency
and magnetic field is obtained thus validating the numerical model.

Index Terms—Antenna, finite-element method (FEM), magnet,
nuclear magnetic resonance, oil exploration, well logging.

Fig. 1. A well-logging tool inside a borehole.

sures (20 000 psi), corrosive fluid, low power, and high mechan-
ical shocks. In addition, the instrument must be designed to fit
] ) inside a small hole (typically 6—12 in in diameter). The Johnson
N UCLEAR magnetic resonance (NMR) techniques havgsise generated by the conductors and magnetoacoustic ringing
been in use for many years in chemistry and biochemisig¥ysed by RF current-carrying conductors in the presence of
laboratories to analyze the molecular structure of compoundgatic magnetic field significantly affect the quality of the re-
Inthis technique, a sample is placed inside a coil that producesgied signal. There are thus many challenges in designing an
time varying magnetic field in the presence of a static magnegg-field NMR instrument, including the design and selection of
field generated by an external magnet. The measurementeRictronics that can operate the instrument, process the NMR
spin—lattice relaxation timg71), spin-spin relaxation time information, and work under hostile conditions typical of oil
(I2), frequency spectrum, and coupling between resonanggsi|s.
then provide valuable information about the molecular compo- gseyeral inside-out NMR instruments have been proposed
sition of the sample. [1]-[8]. In this paper, we concentrate on the instrument con-
In the last few years, NMR measurements have become ffyration of [8] and discuss efficient numerical techniques
important part of oilfield well logging to identify and quantify for the analysis and design of magnets and antennas for such
oil and gas reservoirs. For such applications, the major proble@nfiguration. The cross section of this configuration is shown
comes from the fact that the sample (earth formation) is outsiﬁl\epig_ 2. The antenna is sandwiched between two permanent
the sensor, as shown in Fig. 1. Furthermore, ata depth ofabo%ggnets_ It is worth mentioning here that antenna in NMR
km, a typical well depth, the NMR instrument has to withstange||-|ogging tool is a near-field antenna and not a far-field one,
hostile conditions such as high temperatures {CJ5high pres-  commonly employed in microwave communications. These
antennas are generally designed to see through a few inches in
Manuscript received August 26, 1999; revised March 17, 2000. the formation. Computation of power loss in the antenna is very
_The authors are with Sugar Land Product Center, Schlumberger Qinnortant in evaluating the performance of a particular design.
field Services, Sugar Land, TX 77478 USA (e-mail: choswaml@leee.orﬂ)Iethod of moments has been used to evaluate the efficiency of

aposezginer@slb.com; bluong2@slb.com). '
Publisher Item Identifier S 0018-926X(00)09361-3. such an antenna [9]. Because of the complexity of the geometry
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Fig. 2. Cross section of an inside-out NMR well-logging sensor. The sensor is pressed against the borehole wall by spring actions.

and materials, finite-element method (FEM) is found to be W
quite useful. However, a direct application of FEM to compute @1 5
power loss in a conductor proves to be inefficient since the |Q)
skin depth at about 2 MHz, a typical operating frequency for

such tool, is quite small. A perturbation technique is used S M,
to evaluate the power loss, which requires the knowledge of Q, .

tangential components of the magnetic field only at the surface { ~ V2
of the conductors. As a result, we can get accurate values I .
for the power loss even by coarsely discretizing the antenna . OPTIMIZATION
conductors. = . * VOLUME
The magnets shown in Fig. 2 are magnetized so as to get ¢
saddle point in the formation. The magnet is built by stacking | < Z

several magnet segments along the axial direction. Such an ar :
rangement is shown schematically in Fig. 3. The objective is | ¢ <Zﬂ
to magnetize each segment in such a way so as to produce Dz
desired field profile in front of the sensor. Efforts are made so s
that each magnet piece is fully saturated at the time of magneti- i i
zation. While achieving a particular magnetization direction is :
easy (simply orient the material in the desired direction at the : -
time of magnetization), the desired magnitude is achieved by | .-—.
adjusting the volume of the magnet material. S~

In the tool, the magnet is surrounded with nonlinear magnetic Q M |
materials such as ferrites, steel, etc., which are primarily used - N
in the antenna or in shielding the electronic components from \—\>
strong magnetic field. As mentioned before, it takes about 35
h of central processing unit (CPU) time on a Sun Ultra 60 296
MHz workstation, with 1 GB of RAM and a complete de5|grbrofl
cycle takes many executions of nonlinear model. An optimiza-
tion technique in conjunction with FEM is used to speed up the
design process. Il. THEORY

The rest of the paper is organized as follows. Some basic
NMR principles are discussed in Section Il along with the anal- From an NMR petrophysical perspective, earth formation is a
ysis and design of antenna and magnet. Numerical and expedHection of hydrogen nuclei with randomly distributed dipole
mental results are presented in Section Ill. Finally, in Section IMjoments. In the presence of an external static magnetic field
we summarize the findings of this paper. (Bo), these nuclei tend to align with and precess around the

M
.

g. 3. Geometry of the magnet segments and the volume in which the field
le is optimized.
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direction of the applied field. As will be discussed in the fol- In this section, we discuss numerical methods for the analysis
lowing section, an RF pulse is required to activate these nand design of antenna and magnet shown in Fig. 2. Before we
clei and make them emit energy, which then can be receivpabceed any further, it is worthwhile to go through some of the
by a properly tuned antenna. Hydrogen nucleus or a proton hessics of NMR and their relation to oilfield exploration. Further
two spin states: spin up and spin down, both with almost equddtails on NMR may be found in [10]-[12].

probability. These probabilities based on Maxwell-Boltzmann

distribution are 0.500001 70 for spin up and 0.499 998 30 fé& NMR Fundamentals

spin down at room temperature and 500 GausfBaf. Con-  As mentioned in the previous section, in NMR technique
sequently, strength of the received signal is very weak (sign@l}ised NMR, for our applications), a sample is placed in a static
from spin-up and spin-down nuclei cancel each other)—of thgagnetic field so that all the magnetic dipoles get aligned with
order of a few hundred nV, which, given the hostile well-10gge external magnetic field. An RF pulse is applied. The com-
ging environment, is comparable to the Johnson noise (100yination of the RF and static magnetic field causes magnetic
resistor at 175C produces about 250 nV of noise signal for 2gjpoles to tip from their equilibrium orientation and precess

kHz bandwidth), noise in the electronics, and magneto-acous{i§oyt the direction of the resultant field with a frequengy

rnging. . ) known as the Larmor frequency. When the RF field is removed,
The signal voltage induced at the terminals of the RF anye magnetic dipole moments return to their original orienta-

tenna due to a point-magnetic dipateat the locatiorr can be  {jon The time constant with which the axial (aloBg) compo-

computed by using the reciprocity theorem that gives nents of these moments return to the equilibrium orientation is
called spin—lattice relaxation tin{d?1 ), while the time constant
. Bi(r,w) i ; .
v = jw (1) with which the transverse components reduce to zero is called

I spin—spin relaxation timéZs ). Measurement of these two time
whereB; is the RF field produced by the antenna at the locatia@onstants renders many important properties of the sample.
r of the dipole and’ is current at the terminal of the antenna. The magnetic dipole mome(i\) of a nucleus is related to
The total signal received by the antenna can be computeditsyspin angular momentui$) asAM = +S where~ is the gy-
evaluating a volume integral of (1) over the formation regioromagnetic ratio{/2r = 4.258 kHz/Gauss for protons). The
and by taking into account the transfer function of the receiveate of change of angular momentum is the torfuexperi-
and the spin dynamics. Significant contributions to the spaeaced by the dipole and is related to the external figydas
integral come from a region that is close to or on resonance,

given as T % M xBo. -
[7/Bo| - w| % (B @ Thus
where dM
— = Byg. 4
vy gyromagnetic ratio, to be discussed shortly; dt YM X Bo (4)

“ RF frequency; Equation (4) is referred to as Bloch equation. Solution of this

1
Our objecte e to design the (ool fo maximize the signa SIUAION 1 precession oft aboutBy with frequencyn —
) 9 g —~|Byg|. The precessing nuclei are in a state of equilibrium and

hoise ratio (SNR)' Computation of SNR is mathematlcally qUItrﬁao energy is emitted in such a state. A circularly polarized RF
involved and is not necessary to understand this paper. Intﬁi_

) Id B is required to activate the nuclei and make them emit
ested readers may refer to [8], [9] for details. But for the prese . . . .
discussion, it is sufficient to consider (1) and (2) and obserge ergy. An RF pulse tips the precession axis of the nuclei by

o angled = +|Bji |t, wheret, is the width of the RF pulse

. . . . 1 p p

that we can increase the N_MR S|gn_al by increasing the reson §sumed here to be of square shape)Bids a component of
volume from where the dipoles will contribute to the overal . perpendicular tdB,

signal and this we can do by producing uniform static magne ' As noted before, when the RF field is removed the nuclei un-

field over as wide a region as possible [thereby reducing .t}a%rgo a relaxation process in which energy is dissipated from

left-hand side of (2)] and by increasing the R field [thereby "Mhe collection of nuclei, the “spin systems” to their atomic and

creasing the right-hand side of (2)]. The homogeneity of Staltrlr(folecular environment, the “lattice.” The time constant asso-

magnetic field is also an important consideration to account f8|rated with this relaxation mechanism is the spin—lattice relax-
the tool motion during the acquisition period (usually a few se(%

. ! 77 2= 4tion timed:. The spin—spin relaxation timé,, on the other
onds) of NMR _5|gnal. The stren_gth of the RF.ﬂEId s limite and, is associated with the transverse relaxation process caused
by the availability of power. In this paper, we will compute th

ower loss in the antenna. which is basically a one-turn coil wi mutual coupling between neighboring nuclei. When we in-
pow ! ) » which 1S basicatly ur " Willude these many body interactions into (4), the Bloch equation
ferrite, arranged in such a way that it produces RF field that Rodifies to

orthogonal to the static field in the region of interest. Magnet

design, on the other hand, provides a lot of opportunity for op- aM M x (Bo+By) — Mox+ M,y
timization of the tool design since we use a permanent magnet a7 0 L T
and once it is built, it does not depend on the limitations of the (M, — Mp)z

electronic circuitry. - T (5)
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and the solution when RF pulse is removed and the static field Alignment 4Z Tipping Dephasing
is alongz becomes along B,

a—n)

M, (r,t) = e=H/T (MO(r) coswot — M (r) sin wot) Y / /
My(r,t) = e (MO(r) sinwot + M(r) cos wot)

M. (r,8) = MO(x)e /T + Mo(x)(1 — e /1)

(6)
Small pore Larger pore
where M, is the magnetization at the equilibrium state and Short 7 Long 7;
M3, M7, andM? are the components of the initial magneti-
zation. In NMR well-logging the relaxation time constants are

measured and correlated with the parameters of interests [13].
In oilfield exploration, our primary objective is to identify Signal - Signal

. . . . amplitude amplitude
and quantify hydrocarbons and determine their commercial pro-
ducibility. We apply a sequence of RF pulses known as CPMG
(Carr—Purcell-Meiboom—Gill) [14], [15] in which &/2-pulse
(tipping the spins) is followed by a number afpulses (re- Fig. 4. Spin mechanism of magnetic moments and their relaxation inside a
focusing the spins) and the signal (echo) is acquired betwewte of a rock.
two consecutiver-pulses. Fig. 4 shows the spin mechanism of
dipole moments and the relation of the time consfnto the the surrounding volume (borehole fluitz; and the formation,
pore size of the reservoir rocks. The relaxation phenomenonfig), namely
more pronounced when the probability of energy exchange be-
tween the spins and other atoms is higher. In smaller pores, spins Ry = Rey+ Rer + Reap + Rp + R 9)

are in contact with the pore-boundaries more often than in larqggee 4l resistances are equivalent series resistances. The in-
pores. Consequently;, in smaller pores is shorter and the sign uctancel , and capacitancé', are given by
decays faster. Likewise, heavier oil relaxes faster than lighter oil

Time (T) Time (T)

for the same pore size. It gives an indication, therefore, thatby L4 = L, + Lext + Lint (10)
measuring the time constants, we can determine the pore size B Ly 1 for R I 1
as well as the viscosity of the residing fluid. Observe that in A= R, +w?L% ~ WLy orRy <wla. (11)

practice a rock sample consists of pores with numerous sizes ) . .
and that these pores may contain mixture of several fluids. A&(10), Lex is the inductance computed from the magnetic en-

a result, a single exponential function does not fit the decayif§o Stored in the ferrite region whil.. is obtained from the
signal curve; rather there is a distribution of relaxation time cofN€rgy stored in the region excluding the ferrite and the con-
stants from which properties of reservoir rocks and fluids afictors. The internal inductanég, is due to the magnetic field

extracted. penetrating the conductors and is generally negligible. Itis given
by
B. Antenna Analysis and Design I Ry (12)
nt — .
The antenna shown in Fig. 2 can be considered as a coaxial w

line, sliced axially. It can also be viewed as a one-turn coil. The The power loss computation using FEM is quite sensitive to
region between the conductors of the antenna is filled with fethe discretization of antenna conductors. This is because the
rites to increase its efficiency. Because of the nonuniform stafiower loss in an imperfect conductor is caused by the pene-
magnetic field in the ferrite region, different parts of the ferritérating field. These interior fields decay exponentially along the
saturates differently, thus resulting in an inhomogeneous peifickness of the conductor. Consequently, we have to use a very
meability. The borehole is filled with special fluid to balancdine mesh along the conductor thickness to accurately represent
the pressure below the surface. These fluids may be conductiyese fields, and hence to accurately compute the power loss. In
The main part of antenna analysis concerns the calculatisgveral numerical experiments, we found that a discretization
of antenna efficiencye , ), defined as the ratio of the RF fieldwith step(A) of about one half of the skin deptl) and up to
generated by the antenna and the square root of the supplietepth of about 5 skin depths gives acceptable accuracy in the

power power loss computation.
At 2 MHz, the frequency around which the tool is to be
|B1| operated, the skin depth is 46.73 microns for copper conduc-
€a ™ P () tors (conductivity,c = 5.8 x 107 S/m). This requires the
1, discretization step to be 23 microns along the thickness of the
P = QI Ra (8) conductor. Along the axial direction, however, we can have

large discretization step since axially, for quasi-TEM case, the
where the antenna resistanBg, represents losses in the anfield varies rather smoothly. Such discretization gives elements
tenna (conductor®..,; ferrites Re.; and capacitorsi..,) and with very high aspect ratio that sometimes create numerical
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instability. Also, the computation time is enormous because
of large number of elements such a discretization creates. We
therefore, use a perturbation technique to evaluate the powel
loss. This is based on the fact that the power loss can be com:
puted from the knowledge of the tangential magnetic field on
the conductors and that these external (to the conductor) fields
in case of quasi-TEM propagation, do not change significantly
with the discretization of the conductors.

Consider an infinitely long two-wire transmission line with
arbitrary cross section as shown in Fig. 5. The transverse com-c;
ponents of the magnetic and electric field can be written as

E, = e(e,y)V(z); H, = h(z,y)I(2), with
/ e-d/=1, and h-d/=1 (13)
Cv C‘I

where the subscrigtstands for the transverse components.
For a line with an imperfect conductor, a TEM wave solution

is not possible. In general, all the components of the electric afid. 5. Cross section of a two-wire line and various integration regions.

magnetic fields will be present. However, at lower frequency,

we can assume the current to be only axial. In other words, Wit the magnetic dipoles of the formation can be polarized

assume that there is no axial component of the magnetic fiejghile the sensor is moving before an RF pulse can be applied.

The surface current on a conductor is The objective of the design is to magnetize each magnet seg-
ment in such a way so as to produce a desired field profile in
Js.=2-J;=2-nxH, = H;. (14)  front of the sensor. Since it is highly inefficient to use nonlinear

FEM model directly for such a design due to reasons mentioned

The resistance per unit length of an imperfect conductor witlyrlier, we describe here an optimization procedure to improve
thickness much larger than the skin depth is given by [16]  the numerical efficiency.

The magnetic field generated by the permanent magnet satis-

R = 1 ! / |H |2 dl. (15) fies the equations
06_[ C1UCs
. . . ig,) = M
This formula is used to compute the losses in the antenna con- { VX (# 0) VX (29)
ductorsR,, by first calculating the tangential field around the V-Bo=0

conductors using an FEM program. The resistances represeng%g with appropriate boundary conditions. Havkjs the net
losses in the ferrite ar_1d the cgpacitors are computed in the U%ﬁbnetic dipole moment per unit volume. Our objective is to
way from the respective quality factoge: andQcap, as find a suitable excitatioM so that the magnet produces a de-
sired magnetic field profildg in the volumel; (see Fig. 3).

R = wQLfer (16) Our problem, therefore, is to minimize
fer
and
JM) = / (|IBo| — Brr)? dv (20)
Vi
1
Rcap = m (17) withM € Sy = {M =M; in Qk; M-z = 0} In (ZO)yBRF
/ cap

is the specified field magnitude at the saddle point. In addition
while the resistanceB and Ry are obtained by using the re-to obtaining certain fixed value ¢Bo| at a given location in the
lation formation, we also need to have a saddle point along tb-
rection and uniformity of the field in the axial directio# ). The
Rt ///E AV (18) Zero derivative condition along is automatically satisfied due
S £ b to the symmetry of the problem. Combining all these require-

. . ments, the objective function becomes
wherep = B, I' refer to the regions occupied by the borehole )

fluid and the formation, respectively. 9IBa |\ 2
IO =01 [ (Bol = B o €z [ (PR1) ao
‘/1 ‘/1

2
<M> dv (21)
; Iz

The magnet is built by stacking several magnet segments + 03/
along the axial direction as shown in the Fig. 3. The antenna i
length is generally smaller than the length of the magnet. Thdnere the positive constants;, C,, and C; are selected to
additional magnet length provides “prepolarization region” smake the three terms equally significant.

C. Magnet Design
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Fig. 6. Power loss and inductance of a coaxial line with the radius: 1) of the inner congudtorcm and the inner radius; 2) of the outer condueto?.0 cms.
Two discretization step&\ ) of 0.01 cm and 0.2 cm have been used for the conductor regions. 3) The outer radii of the outer conductor are 2 25-erf).fur
and 2.4 cm forA = 0.2. The line is 25 cm long and is made up of copper.

550 T T T T T
............... - Theory
g o Experiment

500F i
1] )
3 E
=450} y \ i

(=} 2

m / N
> / REN
< 400 / N b
8 \\’?\
X / N
= / »5\&
O il e
= 350 \
o N
(=]
5]
=

300+ i

1 1 1 1 1
2504 0.5 1 1.5 25 3

2
Distance Y from the tool-face (inches); X=2=0

Fig. 7. Measured and computed static magnetic field for NMR magnet.

There are some other constraints as well that we enforcesinaightforward optimization of (21) requires many iterations;
the actual design. These, for instance, may include the requinendreds of iterations are not uncommon. Consequently, the de-
ment for the field in the volum&; to satisfy certain prepolariza- sign process becomes exorbitantly time consuming. There is a
tion constraints to account for the tool motion. Sometimes wred to devise efficient strategies to tackle such problems. One
also need to avoid large deviation in the magnetization angkasch approach is discussed in this section.
of two consecutive magnet pieces for some practical consideraWe start the design process by assuming an initial magnetiza-
tions. But to understand our approach of designing the magr&in vectorXy € Sy, and solving the nonlinear FEM problem.
it is sufficient to consider (21) as the cost function. One of theermeabilities of each finite element of the nonlinear materials
magnets that we have designed has 228 416 unknowns. Exdterrite, steel, etc.) are replaced by a single permeability based
tion of one nonlinear model takes about 30 h of CPU time. &n the BH curve of the corresponding material and the mag-
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Fig. 8. Measured and computed antenna eﬁicie(rﬁyl./\/F); P is the total power loss (copper, ferrite, and capacitor) in the antenna.

netic field computed from the nonlinear modeling. This reducésve used quasi-Newton algorithm for the optimization process,
all the nonlinear magnetic materials with linear inhomogeneousich takes insignificant amount of time (a couple of minutes),
magnetic materials. We then generate a set of basis functievisen compared with one nonlinear FEM solution for the out-
for each magnet segment. That is, magnetic field is computedoop (a couple of days). Further details on the magnet design
by magnetizing each magnet segment in two orthogonal direnay be found in [17].

tions while keeping the rest of the segments unmagnetized. It

is worth mentioning here that a linear model requires about an [ll. RESULTS AND DISCUSSION

hour for its solution. Once we have all the basis fields computed,

. . . N In our design, we use a commercially available three-dimen-
we can obtain the field due to an arbitrary magnetization angle : . .
st by superoosition of the base fields 1onal FEM software. The design process begins with the op-
J y superposition . ’ o timization of the magnet where we use static magnetic field
The method of finding the optimal set of magnetization vector : : . AT
. i Solver. As mentioned in Section II-C, the optimization process
M may be summarized as follows:

involves solving both the linear and nonlinear static problems.

( Initialize X € Sy, first guess ofX Once we knoviBg, we then compute the permeability of the fer-
Fork =0,1,..., do rite as a function of position and use that to solve RF problem
k. ; ; using linear time-harmonic field solver. We have verified the
Bo: ?,t,)i[[l;]tlg)r(]cﬁfai?oen;(on“near forward model accuracy of the field computation by solving some canonical
( Minimize K problems and comparing them with the analytical solutions.
J(dy) = Oy fvl (|Bl(§ + B — BRF)2 du Copper loss computations using (15) have allso been verified
. O1Botin\2 for a number of cases. Excellent agreement is found between
+C fvl (T) dv the computed and the exact results. One such result is shown
£ (a|BO+,gk|)2 dv in Fig. 6 where we have plotted power loss and inductance of
3w 9z a coaxial line as a function of frequency for two different dis-
with V x }gﬁ/}kg =V x dy; cretization steps for the conductor regions. Observe that after
¥ X1 — Xi + dy about 100 kHz{ = 0.021 cm), the power loss obtained directly
L until Xy converge. from FEM with fine mesh{ = 0.01 cm= §/2) starts deviating

from the exact solution since the discretization is no longer ade-

Observe that the field is the correction to the nonlinearquate, whereas a combination of FEM and perturbation method
field BE that is added at every iteration of outer loop and thabntinues to give good results even with a very coarse mesh size
this field 3, can be easily computed by linear combination of theA = 0.2 cm). Inductance calculation, on the other hand, is not
basis field. So while the inner loop takes many more iterationsi(dluenced by the discretization of the conductors since the in-
few hundred) compared to the outerloop (usually less than tetgxnal inductance due to field penetrating the conductors is usu-
the overall computation time is drastically reduced comparedly very small (see [12]).
with a direct optimization of (21). The only time consuming The sensor that we designed has a 30-in-long magnet and a
part is the solution of the nonlinear model in the outerloop. W& in-long antenna. The magnet was built with 24 segments, each
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Fig. 9. NMR signal profile in the transverse plan€Zat= 0; df is the receiver bandwidth90 is the width of the 90 RF pulse in microseconds. Antenna is 6 in
long.

1.25in in width. The magnitude and direction of magnetizatiomay itself give the best SNR, but the other two terms are re-
of each magnet segment are adjusted to get the desired field maired for a variety of reasons including tuning of the antenna
file, thus giving the dimension of the parameter space as 4fd to account for the tool motion.

Samarium cobalt has been found to be the best magnet materigs. 7 and 8 show the comparison of the computed and mea-
rial for borehole applications. It has a residual magnetizati@ured results for the static magnetic field and the antenna effi-
greater than one Tesla and a Curie temperature of820he ciency. The results for Fig. 8 are fop = o = 0. We have per-
residual magnetization of samarium cobalt changes by abéatmed numerous tests with different formation conductivities
5% between 25 and 1738C. The sensor is designed to sampland have found that the computed and measured results match
a formation region that is about 1.1 in from the face of the todhirly well. The quality factor of the ferrite was 100, a value
The volumeV; for optimization [see (21) and Fig. 3] is a boxsupplied by the manufacturer of the ferrite material. For the ca-
[0,0.3] x [1.0,1.2] x [—3, 3] cubic inches, assuming the originpacitor we have used 330 as the quality factor. This number
of the volume to be at the tool face midway along the antennaas experimentally obtained. The computed antenna efficiency
The electronic circuitry that drives the antenna and processesomewhat lower than the experimental values. We generally
the received signal has the operating frequency range of abtalte conservative values of the material parameters so that the
1900-2300 kHz. Therefore, in our optimization, we have sdesign exceeds our expectation. It is very difficult to consis-
lected Bgr to be 520 Gaussy(x 520/2x = 2214 kHz). The tently maintain the quality of ferrites and capacitors. So, the
second term in (21) ensures a saddle point in the volWine discrepancy could be attributed to material properties and some
whereas the third term makes field uniform along the axial diumerical and experimental inaccuracies inherent in any mod-
rection. The first term requiring certain fixed magnitudeRy eling and experiments.
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f=2.223 MHz df = +/- 10.57 KHz 190 = 12.08 micro
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Fig. 10. NMR signal profile in the axial plane & = 0; df is the receiver
bandwidth;t90 is the width of the 98 RF pulse in microseconds. Antenna is 6
in long.

We should point out here that we have compared computed
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of |Bg| and the signal profile can be used to estimate diffusion
constant of protons. This parameter is vital, for example, in
distinguishing oil and gas.

The SNR is evaluated by assuming a matched filter receiver.
Therefore, this number represents the maximum attainable
SNR. The SNR computation does not include noise generated
by various electronic components and the magnetoacoustic
ringing. In practice, therefore, we always get somewhat lower
SNR. The computed Larmor frequency of the tool that we
designed is 2223 kHz while in experiment the frequency was
found to be 2217 kHz. The measured SNR was 2.22 dB lower
than the computed value.

IV. CONCLUSION

In this paper we have presented analysis and design of a com-
plete NMR sensor for oilfield exploration. There are many good
electromagnetic computation softwares available these days. A
direct use of these softwares may not always be effective. We
have to adapt them and augment them with additional numerical
techniques for the problem at hand. In particular, in this paper,
we have shown how a perturbation technique can be combined
with FEM to evaluate power loss in conductors without fine dis-
cretization of the conductors and thereby to improve the accu-
racy and efficiency of the method. We have also presented an
optimal control technique which when combined with nonlinear
FEM greatly enhances the magnet design process. Finally, we
have validated our approach by comparing the measured and
computed results for static magnetic field, antenna efficiency,
and SNR of the sensor.
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