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On the Solution of a Class of Large Body Problems
with Full or Partial Circular Symmetry by Using the
Finite-Difference Time-Domain (FDTD) Method

Wenhua Yy Senior Member, IEEEDean ArakakiMember, IEEEand Raj Mittra Life Fellow, IEEE

Abstract—This paper presents an efficient method to accurately be applied to this class of problems, e.g., a paraboloid with a
solve large body scattering problems with partial circular sym-  mijcrostrip patch antenna feed [8]. Because the microstrip patch
metry. The method effectively reduces the computational domain array does not have rotational symmetry, we cannot directly
from three to two dimensions by using the reciprocity theorem. It ' .
does so by dividing the problem into two parts: a larger 3-D region @PPIly the 2 1/2-D FDTD method to calculate the far zone field
with circular symmetry, and a smaller 2-D region without circular ~ Of the parabolic antenna system excited by this patch array.
symmetry. An finite-difference time-domain (FDTD) algorithm is  However, this asymmetric patch array can be replaced by an
used to analyze the circularly symmetric 3-D case, while a method equivalent current density calculated by the MoM code. We

of moments (MoM) code is employed for the nonsymmetric part of v th . itv th t te the f field
the structure. The results of these simulations are combined via the @PP'y the reciprocity theorem 1o compute the 1ar zone fie

reciprocity theorem to yield the radiation pattern of the composite  Of the antenna system excited by this asymmetric source in a
system. The advantage of this method is that it achieves significant manner explained below.
savings in Computer Storage and runtimein performlng an equiv- Flrst, we |||um|nate the antenna System by a plane wave, and

alent 2-D as opposed to a full 3-D FDTD simulation. In addition to L .
enhancing computational efficiency, the FDTD algorithm used in use the 2 1/2-D FDTD method to compute the electric field dis-

this paper also features one improvement over conventional FDTD tribution on the substrate of the patch antenna. Next, we em-
methods: a conformal approach for improved accuracy in mod- ploy the MoM method to derive the current density distribution

eling curved dielectric and conductive surfaces. The accuracy of on the patch array. Finally, we apply the reciprocity theorem to
the method is validated via a comparison of simulated and mea- 5|0 j|ate the far zone field of the antenna system excited by an
sured results. ) X

asymmetric source from these known fields and currents.

The reciprocity-based procedure, outlined above, is very
useful for solving many 3-D problems belonging to this cate-
gory, which would otherwise be intractable via the conventional
. INTRODUCTION FDTD algorithm when applied directly because of the size

HE finite-difference time-domain (FDTD) method isof the problem. The purpose of this paper is to address the
T widely applied to simulate electromagnetic propagatiofﬁP”OWing issues that arise in the process of adapting the FDTD
[1], [2] because of its versatility and ability to handle complefiethod to the circularly symmetric case: 1) the singularity
geometries with arbitrary inhomogeneities. Typically, theroblem at the axis of rotation; 2) plane wave source excitation
spatial discretization used to transform Maxwell's equatiodd the cylindrical coordinate system; 3) development of the
into difference equations is on the order of 10 to 20 cells pérl/2-D conformal FDTD algorithm for perfect conductors and
wavelength at the frequency of interest. Hence, this makedagsy dielectrics; 4) the procedure for handling an obliquely
difficult to apply the FDTD method to large 3-D problemsj”Cidem plane wave; and 5) combining FDTD with the reci-
given the limits of computer storage and run time. Howeve‘?,rOCity principle to compute the far-field pattern of a parabolic
for a class of geometries that possess azimuthal symmetry2i{€nna system. o
is possible to reduce the original 3-D problem to an equivalent'Ve choose the example of a reflector antenna illuminated by
2 1/2-D one. This not only makes large problems manageabi‘e?'ane wave to illustrate the application of the method.
but also achieves significant savings in computer storage and
run time in the process. This method has been used to model II. METHOD
electromagnetic wave scattering [3], subsurface interface radar . . .
[4], optical lenses [5], cavity resonance problems [6], ard FDTD Update Equations for the Axis-Symmetric Case
coaxial problems [7]. In many practical applications, the geom- To reduce the original 3-D problem and to derive the FDTD
etry is only partially rather than fully rotationally symmetric.update equations for the circularly symmetric case, we begin

By invoking the reciprocity principle, the method can als®Y expressing the electric and magnetic fields in the cylindrical
coordinate system in a Fourier series as:

Index Terms—finite-difference time-domain (FDTD) methods,
method of moments, reciprocity theorem.
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HIH D)
At
= W3, )+ — = B, g
(i, J) PPit(1/2) p(0:9)

H = Z (Heven, m COS md) + Hodd, m sin m(/)) (2)
m=0

where m is the azimuthal harmonic index. Substituting (1)

and (2) into Maxwell’'s equations in the cylindrical coordinate (8)
system, we can derive the following FDTD update difference H Pit(1/2 AP
equations: In the above equations, thg p singularity at the axis must
E,’}“(i, ) be addressed before numerical computations can be performed.
oAt There are two general approaches [9] to dealing with this singu-
< 5 ) At larity: first, to replacel / p with d/dp, second, to apply a change
N «r/ ,’}(i, [ ) ——— of variablesF = pE andH = pH. However, these two ap-
<1 + 0At> e <1 + "At> proaches are not always easy to implement in numerical algo-
2er 2er rithms. In this paper, we follow a somewhat different proce-
[HZHI/Q)('L} - HZHI/Q)('L} J— 1)] dure that obviates the need for any special treatment of the ap-
: N parent singularity on the axis for the problem of intere#t,

plane-wave scattering by a reflector antenna.

mAt HITA/ (2, J) To generate a normally incident plane wave in the cylindrical

B oAt Pit(1/2) 3) coordinate system, we need to set the harmonic numbterl.
& <1 + g) This makesE, and E,; either sine or cosine functions ¢f To
E™F(, 5) handle the singularity on the axis for this, we use Maxwell's
¢ ’ finite difference equations (3)—(8). From these equations, we
<1 _ UAt) know that only the calculations d€}**(1, j) and EZ (1, )
— %0 ) pn At ire the knowledge off2 /2 (0, j) and H:T4/?) (0, 5)
Ar EZ(6, )+ AT require the g = ) J & +J
<1 + i ) e, <1 + ) on the axis. We now use the integral form of Faraday’s Law,
2e, 2e, given by
lHn+(l/2)<L §) = B j—l)] .
Az j{ E~df:—#u%—i[~d§ 9)
_ At Ae As
oAt . . .
ET<1+ 2&) and apply (9) t_o th_e region _around thgams. Slnce the
et (1/2) " n(1/2), ‘ E¢-comp(2)nent is either a sine or cosine function @f
NEE (4, J) — H= (t=1,9) @) Pirs2) o Eocosddp =0andpqym fy" Eosingdg =
Az 0, form = 1. Hence, it follows that for thisn, HQJ’(I/Q)(O, i)
E™L(i, ) is zero on the axis. s
oA The calculation ofHZJ’( / )(0, j) is a little more involved
< 2%, ) o At than it is forHQJ’(l/Q)(O, J); fortunately, it has they,_( /)
=T oA E2(, )+ T oA\ factor associated with it in update equation (5). Because the first
<1 + . ) & <1 + 2. ) cell in thep-direction is a haIf-ceIIH$+(l/2)(0, j) always has
T )2y, D) a zero factor g; (1/2y = 0). As a result, the computation of
| P ey (i, 4) = piay2 H,, (i—1,9) H (0, j) on the axis is not needed and, hence, the sin-
pidp gularity issue becomes moot. Finally, we note from the update
At gt/ G, 5) equations_for the»-and z-polarized ele(_:tric fields, that neither_
+ At L : : (5) of these fields are located on the axis; hence, the singularity
£r <1 + d ) pi problem is nonexistent for the computation of these fields.
Zer In order to align the structures with the FDTD grid, we use
HH D) the nonuniform meshing technique [7]. The first-order Mur
boundary condition is employed to truncate the computational
= H, =2, ) - mét B2 ) domain.y P P
At[ER(, j+1) — E3(i, j) ,
+ " [ e } (6) B. Conformal Method for Modeling a Perfect Conductor
H"J’(I/Q)(z ) To model a curved surface in the 2 1/2-D space, we need
¢ ’ e e to deal with the distorted cells (see Fig. 1) in an accurate
_ HZ_(I/Q)(i’ 5 - At [Ep/(’v Ji+1)—E;(, j) manner. We follow the procedure described in [10] to handle
2 Az the distorted cells containing perfect electrical conductor

_EL(+1,5) - B, ) @ (PEC) boundaries. The magnetic fidifl, corresponding to the
Ap distorted cells is computed using Maxwell’s integral equations.
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Fig. 2. Dielectric with rotational symmetry.
Fig. 1. Conductor with rotational symmetry.

and it is based on the concept of effective permittivity and con-
The 2 1/2-D conformal update equation for thepolarized ductivity. For the problem at hand, we adapt the algorithm in

magnetic field is given by [11] for the cylindrical coordinate system in 2 1/2-D as fol-
lows. We compute the effective permittivity and conductivity by
HZ+(1/2) 4, 5) using Wt_ai_ghtepl averages of the distribution of per_mittivity and
) conductivity within the distorted cells. For the rotationally sym-
- HZ_(l/Q)(i, ) — At metric dielectrics considered in this paper, the parameter distri-
H bution of the media is uniform in the direction, and the ef-

[Ep (G g+1)-Ap(i, j+1)—EP(, §)-Ap(i, j)] At fective permittivity and conductivity of thé-component in the
As(i, 7) " deformed cell are determined by the intersection of the FDTD

[EZGHL, §)-Az(i+1, ) =BT, §)-Az(, 5) (10) !attic_:e and the media in the-z plane. The concept is illustrated
As(i, §) in Fig. 2, and the relevant formulas appear below:

whereAp andAz are the side lengths of the distorted cell edges Eoff, 6 = ca X Asdg €0 X A3y

that are located in free space, in thandz directions, respec- and 5

tively, andAs is the area of the distorted cell in free space. The Asy

conformal update equations of the, and . are different from Oeff, ¢ = 0d "'~ (13)

those of the 3-D conformal FDTD [10]. The conformal update . o
equations foif,, andH. in the 2 1/2-D FDTD can be written as WN€r€e, » andoes, ; are the effective permittivity and con-
ductivity of the distorted cells, respectively, and ; and Asgy

grt/2) (i, §) are the areas of the free space and the dielectric inside the de-
L »J o formed cell, respectively. However, the effective parameters,
= H'" /2, 4) - mAtAz(i, j) E™(i, §) which correspond t&, and £, on the interface between free
! o NPAZO. . space and the media, are calculated by the deformed side lengths
n At [EZ('L, J+1) - ER(i, J)} (1) inside the dielectric and free space. They are written as
12“ Az _EdXAZd—i-E()XAZf
HIH2(, ) Fetl 12 = Az
AtAp(i, J
= Hg*(l/?)(i7 i)+ m—p(LA,J) E;L(L, ) and Arg
HPi4(1/2)2P0 Tett, B2 = 0d (14a)
LA [meg(i +1,J) = P B, j)} 12) :
123 pi+(1/2)Ap0 S eq X Apg + 20 X Apf
? Ap
where Ap, and Az, are the side lengths of the regular celland
. _ _ . . . . A
in the p- and z-directions, respectively. The update equations Geit, Bp = T4 Pd (14b)

for the electric fields remain unchanged from the conventional
FDTD equations.

Ap

whereseq, - andoeg, . are the effective permittivity and con-
ductivity corresponding td& . on the curved dielectric surface,
andeer, g, andoer, g, corresponding taz, on the curved di-

A slightly different procedure, outlined in [11], is used whemlectric surface. The subscripfsand f signify dielectric and
the computational domain includes curved dielectric surfacdsee space, respectively (see Fig. 2).

C. Modeling of Curved Dielectric Surfaces
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D. Plane-Wave Source Excitation domain) in thep-direction. This smooth transition effectively re-

In the 2 1/2-D problem, the excitation of a plane wave, witduces the effecthof meslh truncation in Wll_elwectlor;l. I
anincident&, (or £,) field, is accomplished by letting, = 1. e assume that a plane-wave traveling parallel toathe
We then have plane is obliquely incident upon an antenna system. The electric

field can be written as
Ep =F,gcos ¢ (15) E_71 _ EO(éT cosf; + é. sin 97) ej(—ka: sinf; —kzcos ;) —jwt
E, =—E,sin¢. (16) (17)
in angular harmonics as follows [13]:

Similar equations can be written for thepolarization case, and

i A . E' = Eoé, cos 0;eikzcosti—jwt
for the circular polarization as well, by combining tke and

x

N
y-polarized incident fields with quadrature phasing. . <J0(kp sin ;) + 2 Z T (kpsin ;) COS(M)))
n=1
E. Oblique Incidence (18)
The 2 1/2-D FDTD technique cannot be used to model thé" = Egé, sin §;¢ 7+ cos #i =it
case of an obliquely incident plane-wave directly, because it is N
not rotationally symmetric. To circumvent this problem, we first | Jo(kpsin6;) 4 2 Z J " (kpsin 6;) cos(ng)
expand this oblique wave as the superposition of a set of az- n=1

imuthal harmonics. The singularity treatment at thaxis for (19)

the normal incidence plane wave is still valid for the obliqugnere is determined for a givei to achieve a convergent re-
incidence case because we repeatedly model the normal iRgji (v = 5 for 4, = 3°). We then solve the problem repeatedly
dent harmonic waves instead of an oblique plane wave. Idealy; the individual harmonics (different), and superimpose the
these harmonic waves should extend to infinity in théirec-  gptained results to construct the solution for the obliquely inci-

tion so that they can reconstruct the original oblique incidenggnt case. The FDTD update equations are extracted from:
plane wave. Since the FDTD computational domain must nec-; O[H. sin(me)] 9| H, cos(m)]

essarily be finite, the tapered source technique is used to realizé -

a smooth transition, from the truncation point to zero, for the " 99 0z

last 40p-cells in thep-direction. The first-order Mur absorbing _ . OBy cos(mé)] 41 E.o(6, n)cos[(n+1)¢]  (20)
boundary condition [12] has been found to be adequate for trun- ] ot

cating the boundary of the 2 1/2-D space provided it is placed at: 9[H-sin(m¢)] _ 9|Hgcos(me)]

a sufficient distance from objects in the FDTD space. In this " ¢ Oz

paper, a normal incidence wave has been extended from the _ _ J[Ercos(m¢)] | 1 o8, n)cos[(n — )] (21)
z-axis up to 460 cells in thg-direction. A spline fitting tech- ot 2

nique has been used to smoothly connect from the truncatwhereE,o(8, n) = Eocosb;J, (kpsiné;) and letm = n — 1
pointto zero for cell numbers 460 to 500 (boundary of the FDTBr n + 1.
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Fig. 4. Comparison between conformal and staircase FDTD results for tﬁ@_ 5. Comparison between normal and obliqud) (@cidence cases.

main reflector.

F. Feed Analysis

A microstrip patch antenna is used as the feed of the 1
flector antenna system. We use an available MoM ceie,
ENSEMBLE, to calculate the current density distribution on th
patch array. This current density is used to replace the pa
array by using the equivalence theorem. Because meshing
the FDTD computational domain is in the cylindrical coordi
nate system, and the MoM simulation is in the rectangular ¢ y
ordinate system, we translate the electric field distribution to
rectangular coordinate grid that matches the MoM coording
points by using a planar interpolation scheme.

G. Reciprocity Theorem

In this section we briefly explain how the reciprocity the-

7 Y
2
=4
§ Patch antenna
3
N
2 ot
FEY 4§
_>
90.5 mm [ 10.401 mm
y

orem is used in our formulation. The reciprocity theorem catig. 6. Geometry of the parabolic antenna and feed.

be written as

74 Jz.@ds:j{ 7y By ds
Sl SZ

where S; is the area of patch arrayﬂ is the current density
on the array;El, produced byfl, is the electric field at a far
zone point that we are seekingy is a far zone plane, where the
illuminating electric point dipole sourcé, is located; andz,
produced byfg, is the electric field distribution on the surface
of the substrate.
We use the MoM-computed current density on the surface of

(22)

=T
Substrate

PEC ground plane

Fig. 7. Geometry of the feed array.

the substrate, the electric field on the surface of the substrategtep 2) Run the FDTD code to calculate the electric field

calculated by the FDTD method, and the known illuminating
plane-wave source, to compute the far-field pattern of the an-
tenna system by using the reciprocity theorem as explained in
(22). Next, we explain the step-by-step procedure for imple-
menting the reciprocity theorem.

Step 1) Calculate the current densitigs, and .J,,, on the
surface of the substrate from the MoM code for a
given feed design. These currents replace the patch
array by using the Equivalence Theorem.

distribution on the surface of the substrate without
the patch array.

For the normal incidence case and circularly
polarization, the FDTD code is used to calculate
the copolarized £,,, E,,) and cross-polarized
(&y2, Esy) electric field distributions at the lo-
cation of the patches in the feed array. Note that
the fields ¢,. and £,,) and &,, and E,,,) are
generated by, and F, sources, respectively. The
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general fieldE,,, represents am-polarized field
produced by amn-polarized source.
For the oblique incidence case again a circular pt

larization, repeat the above procedure for the ind
vidual harmonics, and superimpose the obtained r
sults to construct the copolarization and cross-pola
ization fields by using (18).

Step 3) Define the co- and cross-polarization, for circule
polarization, for thec- andy-directed fields as fol-
lows:

;I

1

mm

W 7e'061

Ia-]
13
c

ante
4
y I
0.40T mmp

Lt

wut 9091

P

Ul 110g

90.5 mm

Radome

copol . copol
BT =Epp — § - Euy, B =10.5,0 =0.0204 %/,
:Eyac_JEyy (23) 4 e "
Ecrosspol —F + 1 . E Ecrosspol N
= — Ly . Y y
=E,,+j-Ey. (24)

) ) ) ) Fig. 9. Geometry of the antenna system including the main reflector and feed.
Step 4) The reciprocity theorem to derive the far-field repre-
sentation of the antenna system excited by the patch
array. Write Efar-zone, crosspol

— /S (E;rosspol . Jac _'_E;rosspol . Jy) ds (26)

Efar'zone, copol

_ copol copol
- /S (Ew P Sy + BT ‘]y) s (25) wheres is the surface of the radiating patches.
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Fig. 10. Co- and cross-polarization gains versus incident angle.

Step 5) Calculate the gain of the system from the ratio &ig. 4, for the staircase- and conformal-FDTD methods for
this field intensity to that produced by an isotropicomparison. In both computations; andAp equal one-twen-

radiator. tieth of the operating wavelength. The total computational
domain includes 50& 340 cells.
in= [ Esystem d id bliquely incid lane- illumi-
Gain= 20 x log| =25t ) | (27) Second, we consider an obliquely incident plane-wave illumi
reference nating the reflector at an angle of @ith respect to the-axis.

i . . Fig. 5 shows the comparison between the normal and oblique in-
Step 6) (.:aICl.“ate the far_ zone field P"’?“e.m first by changi dent cases. Note that, as expected, the maximum of the focal
gggiﬂgﬂ ?;tgltg:“r::;ofzggtzﬁ 'gf'fjgtgligxzveregion field shifts 8 in the direction opposite to the shift of the
Ing uct u 'S incident plane wave.

. : i
gyljg?Ddngg gﬁjﬁ:ﬁiﬂiiﬁ?gﬁggg dtihnatk:ZeNeXt’ to illustrate the applicability of the approach to ge-
¢-direction since it is rotationally-invariant in thisometrie; with only parltial circular sy.mmetry, we introduce a
direction microstrip fe_ed (sge F|gs. 6 and 7), in the focal region of the

: reflector, which is illuminated by a circularly polarized plane
Repeat the procedure above for other incidence plane ang{ggve with incident angles oP12°, and 3. The patch antenna
to compute entire pattern of the antenna system. array, obviously, does not possess circular symmetry. The gain
values plotted in Fig. 8 are ratios (dB) of the far-zone electric
fields, for various incidence angles, to the copolarized far-zone
electric field at O incidence. The figure compares the simulated
To illustrate the procedure described in the last sectioind measured results and the two are seen to be in fairly good
we calculate the field distribution in the focal region of agreement.
paraboloidal reflector antenna. The antenna has an apertur€he asymmetric behavior of the far-zone field pattern can
diameter of 160.5 mm (24.07, focal length of 90.5 mm be determined by the current density distribution on the patch
(13.58\), and an operating frequency of 45 GHz. We firsarray. The simulation results correspond to the plane defined
calculate £, and £, from the FDTD program, then obtainby ¢ = 0° and the variou# values plotted in Fig. 8. For pat-
E, E, = pE,cos¢p — J)E¢ sin ¢. Fig. 3 presents the globalterns in other planes, the feed structure requires rotation about
field distribution of the reflector for the normal incidence casehe »-axis by the desired angular displacement. Note that the
obtained by using the conformal FDTD approach discuss@dL/2-D FDTD simulation cannot be rotated in thealirection
in the last section. The radial-field distributions are plotted isince it is rotationally invariant in this direction.

I1l. NUMERICAL RESULTS
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The final example is the above antenna covered by a rado
that has an aperture diameter of 190.32 mm (28)5&hown in
Fig. 9. The data plotted in Fig. 10 are ratios (dB) of the far-zor
electric fields, for various incidence angles, to the copolarize
far-zone electric field atOincidence.

Though not included here, we have also considered the ci
where the radome may not be strictly circularly symmetric.
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