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Abstract—The “switchless” all-optical network is an alternative ~ of operation requires time and wavelength agile terminals, thus
networking approach being developed in the framework of the physical switching function is removed from the node and dis-
ACTS project named SONATA, which aims to provide a future tributed at the terminals.

single layer, advanced transport architecture on a national Alth h tralized twork trol i ired
scale. The single hop, shared access network employs time and OUQ, a centralized Newor “con el "requwe , we
wavelength agility (a WDMA/TDMA scheme), using fast tunable refer to this network structure as a “switchless” network. The
transmitters and receivers, to set up individual customer connec- network is “switchless” in the sense that neither electronic
tions through a single wavelength router (suitably replicated for - switches/cross connects (telephony, IP, ATM, SDH) [8], nor
resilience). The dimensioning of this type of network is one of the iea| cross-connects [9] (except for the wavelength routing
main tasks for the design of networks serving a certain number d ired within th twork: th idi .

of customers, connected together by means of passive opticalno e) are fequ'fe W'_ In . _e ne ork; thus providing m_ajor
networks (PON’S) This paper reports an ana|ytica| model which network arChIteCture S|mpl|f|cat|0ns and hardWare reduct|0ns.
allows the network dimensioning according to some relevant de- The use of TDMA for time sharing of wavelength channels
sign parameters: the number of customers per PON, the number allows a very fine bandwidth handling and multipoint to multi-
of PON's, the offered traffic per single user (either considering qint connections to be supported without the need of multiple

residential or business user), and the required system performance t itt d - tthe t inal in classical optical
expressed in terms of blocking probability. Furthermore, relevant ransmitiers and receivers at (ne terminais, as in classical optica

issues related to the dimensioning of switchless networks are dis-Star structures [10]. . . _
cussed and some results achieved for relevant network scenarios The aim of the present work is to provide an analytical model

are reported, to assess the feasibility of the system concept. which can be practically used for the dimensioning of switch-
Index Terms—High-density wavelength-division multiplexing €SS networks. Analysis is carried out under the assumption of
(HDWDM) networks, network dimensioning, Poissonian traffic, telephone traffic only with the main scope of demonstrating the
switchless network, time and wavelength agility. system capability and of investigating the main issues related
to the system dimensioning, taking into considerations relevant
cases of networks. In particular, Section Il describes the switch-
less network structure; Section Il reports the model we have de-
HE “SWITCHLESS" network concept was born as a neWe|oped for the dimensioning of the network, while Section IV
networking approach with the twofold objectives of drasshows the results of the analysis; finally Section V reports some

tically simplifying the network structure and of avoiding thgyeneral conclusions derived by the analysis of relevant cases.
need for large and fast switching nodes [1], [2]. The new pro-
posal consists of a single-layer network platform for end to end
optical connections, able to serve a large number of terminals
for both business and residential customers over a wide geoThe switchless network has the target of performing the con-
graphical area. This multiple access network is based on a singéeitration/distribution, switching and routing functions within a
node providing passive routing functions and, optionally, asingle network layer by providing end to end optical connections
tively controlled wavelength conversion (see [3]-[7]). A hybrithetween a large number of terminals over a large geographical
WDMA/TDMA schemeis used[1], [2]. Aterminal is connectedqrea.
to the passive router by means of a set of wavelengths eaclThe structure of the switchless network is shown in Fig. 1.
of them carrying a time-division multiplexed (TDM) flow. A There areN,, passive optical networks (PON’s) which are in-
connection between two terminals is setup by selecting a timgconnected by a passive wavelength router node (PWRN) [1].
slot on the particular wavelength allowing the correct routingy, fast tunable terminals are attached to each PON. APWRN is
through the passive node, between the two terminals. This megigentially what is known in the literature as waveguide grating
router, or wavelength grating router (WGR). In [11]-[13] de-
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Fig.2. Example of conflict free allocation of wavelengths, foBan8 PWRN
with N, = 6 andN,; = 2.

Fig. 1. Structure of the switchless network. PON toward the destination PON, via a proper wavelength
conversion, by utilizing a free slot on a wavelength connecting
be used by only one out of the terminals connected to the sathe source PON with a dummy port, and the corresponding
router port. In this way, a uset in PONII can communicate slot on the wavelength connecting that dummy port with the
with a userB in PON©, through a time slot on the wavelengthdestination PON.
that links the PON'd1 and®. Typical ranging techniques can In summary, each incoming fiber connected to the PWRN
be utilized to synchronize all the users. carriesN wavelengths each dedicated to the transmission be-
A centralized network controller (see Fig. 1) has the task ofeen the relevant input port and a specific output port. Con-
assigning the slots to the users. A signaling protocol is useedrsely, each outgoing fiber carriéé wavelengths that come
by the network controller to communicate with all the userfrom different input ports. Each wavelength supports a TDM
through dedicated channels (i.e., a wavelength channel is dgeam organized in frames @fslots each.
voted to the communications among the controller and all theFig. 2 shows a conflict free allocation of eight wavelengths in
users belonging to a PONJ, ports of the PWRN are dedi- a PWRN characterized by, = 6 and N, = 2 (N, = 0). The
cated to the interconnection between the network terminals &rid;) entry of the matrix indicates the wavelength connecting
the network controller. thedth input port with thejth output port. For example, a con-
Any pair of terminals wishing to communicate each otherection between input 2 and output 5 can take place in three
simply tunes, in the allocated time slots, its transmitter and itgays: i) via the direct wavelength #4; ii) via the cascade of
receiver to a known wavelength carrying multiplexed traffithe wavelengths #6 (connecting the input with the dummy port
through the PWRN. #7) and, after a conversion, the wavelength #7; and iii) via the
In general, cascaded optical amplifiers are required, anddascade of the wavelengths #7 (connecting the input with the
large-split “hyper PON’s” a noise gating functional block (sedummy port #8) and, after a conversion, the wavelength #6.
[14] and [15]) has to be introduced after those amplifiers locatedFig. 3 shows an example of architecture of the wavelength
before the last combiner in the upstream direction, for filteringonversion block.
out-band noise. As mentioned abovey, ports of the PWRN are dedicated
To achieve a higher degree of flexibility in the allocation ofor the connections with thé/; wavelength converter arrays.
network capacity, a set of actively controlled wavelength coi: wavelength converter array is composed of a WDM demul-
verter arrays can be added in the optical node. The wavelentjlexer and a set ofV,, (whereN,, equals the number of the
converter arrays are connected to a certain numbeof aux- PON'’s connected to the router) wavelength converters whose
iliary ports (named “dummy ports”) of a PWRN. In this wayoutput wavelength is controlled by a tunable laser pump. The
a variable number of wavelengths, depending on the traffic redtput signals are then combined in a passive optical combiner
quirements, can be dynamically allocated between a pair of tand postamplified, by a SOA or other device, to compensate for
minal groups. So the total number of ports of the PWRN ighe combiner losses. The network controller controls the wave-
N =N, + Ng+ N.. length of the tunable lasers, on the basis of the network config-
To better understand the functionality of the wavelengtiration requirements. It is to be noted that ofNy lasers are
conversion devices inserted in the node, it is worth makimgeeded since in a line accessing a conversion block dily
some clarifications. This additional capacity is utilized to supvavelengths will be utilized, one for each PON; so the tunable
port traffic that has overflowed from the wavelengths directliasers must be capable to cover the whole available spectrum
connecting the PON’s. In fact, if the capacity of the waveleng(lv,, wavelengths). It might be possible, by an optimal design of
directly supporting communications between a pair of POtlie network controller, to reduce the required tuning range of
is saturated, additional connections can be possibly supporézdth laser with a slight degradation in the whole network per-
by slots carried by the wavelengths connecting the PONermance. For example, it may be possible to shrink the tuning
with the V; dummy ports. A call will be routed from a sourcerange of any laser in the array to a specific bandwidth.
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Fig. 3. Architecture of the wavelength conversion block.

An optimum solution for a “switchless” network depends osioned in terms of available resources (humber of wavelength
the size of the network. For instance, a small-scale network fmonversion devices with respect to number of PWRN ports),
few thousands of terminals could be realized using direct det@onsidering relevant scenarios and realistic traffic demands.
tion receivers with optical filters and simple amplified PON’s, As described in the previous section, the switchless network
while to cope with a national scale network (millions of cusis constituted by a single central node and transmission em-
tomers), a complex solution, such as coherent detection and guoys a double multiplexing strategy; one in the time domain
plifier gating, should be adopted. and one in the frequency (wavelength) domain. The network is

In the framework of the ACTS SONATA project, threeorganized so that for each PON-to-PON pair, there is a dedi-
relevant cases of networks were studied: small scale, medioaied wavelength that contaifistime slots dedicated to that
scale, and large scale networks. For all the considered cag®N-to-PON connection. Moreover, each PON is connected
a preliminary rough dimensioning was proposed, and thé N, dedicated wavelengths, wiffitime slots too, to theévy
potentiality of the switchless network in all those cases wedammy ports of the PWRN and vice versa.
estimated (see [15]). For example, it was supposed that a
small-scale network may support many thousands of custom8rsAnalytical Modeling
with guaranteed minimum continuous rates of 20 Mb/s (i.e., In this analysis, we assume that the network exclusively sup-
regardless of traffic destinations). A consolidated node scaerts telephone traffic. This choice allows, on the one hand, the
is capable of supporting hundreds of thousands of terminalgilization of classical and analytically tractable traffic models
while a national scale network can be achieved by the use(pé., Poisson traffic) and, on the other hand, meaningful results
amplifier gating in the upstream PON'’s, to enable multiple be reached highlighting the main system properties.
stages of amplified splitters to be coupled into large “hy- The model assumes that there akePON’s, withn users for
perPON'’s” with around 50 000-way splits. This could provideach PON, for a total number of users equaMg; = n"N,.
guaranteed average customer rates of 5 Mb/s (regardlessipef suppose to have uniform traffic distribution with respect to
traffic destinations), and maximum network throughput of 20@e input ports and to the output ports; i.e., the total traffic of-
Th/s (with uniform traffic distributions). fered to the network is equally distributed betweenahenput

Details about the preliminary network dimensioning, whicPON'’s, and the total traffic offered by each input PON is equally
was carried out also considering transmission and technologidatributed toward theéV,, output ports.
constraints, are reported in [15]. In order to investigate the network performance, an analytical
model was developed, based on a classical approach widely
used for analyzing circuit switched networks. In particular, the
blocking probability is evaluated as a function of the network

To assess the feasibility of the switchless network conceptrésources (number of PON’s, number of dummy ports/wave-
is necessary to investigate how the network should be diméength converter blocks) and network requests (number of

IIl. M ODELING FOR THENETWORK DIMENSIONING
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users). The network dimensioning can be accomplished | Ao Aq

evaluating which are the node parameters that guarantee Sl(,’grlfle I::> DIRECT [:lJ> Destinati
blocking probability less than a fixed value representing es’lﬁgﬁlon

quality parameter (e.gL0~?>).
As we are dealing just with telephone traffic, we suppose thi Aor l——‘_>
the traffic offered by each PON is a Poisson distributed witl DUMMY Iﬁ
mean valued, . In addition to this, we suppose that the total Traffic rejected ,AP—> PORTS "
c2

o ) . fi th
traffic rejected by the wavelengths directly connecting a POIdireCrtoégnie;rions

with all the others is offered to the wavelengths directed to th AR
dummy ports. This assumption implies that a call is blocked if i
cannot be accommodated neither on a slot of a direct wavelength
connecting the source and destination PON’s nor on a slotkig. 4. Schematic of the traffic flows in a switchless network.
the V, paths composed of two wavelengths: the first connecting
the source PON with a dummy port, the second connecting thgERT) [16] method for the analysis of the blocking proba-
dummy port with the destination PON. bility of the wavelengths outgoing from the dummy ports.

An exact computation of the blocking probability would reThe approximate analysis is basically composed of three steps.
quire the solution of av,-dimensional Markov chain whose 1) Evaluation of the loss probabilityr; ) experienced on the

N :
number of state; would equat:?. Obviously, SPCh a model direct wavelengths that is the probability that a generic
becomes numerically too complex to be solved if the number of call from theith input PON and thejth output PON

PON’s and of time slots Qxceed few units. ) ! will not be accommodated on the direct wavelength con-
In order to overcome this problem, we analyze a single traffic necting them

relation (¢, j) between theth input PON and thgth output 2) Evaluation of the traffic rejected by the dummy ports.
PON and evaluate the blocking probability associated with this 3) Calculation of the total loss probabilifyr) that is the

relation taklng into agcount the effect of the tra_fflc assom_ated to probability that a generic call will not be accommodated
the other traffic relations. According to the uniform traffic hy- anyway.

pothesis this probability also represents the blocking probabll% far as the step 1 is concerned, the direct wavelength con-

assomate_d with the whole sy_stem. N necting the source and the destination PON’s can be considered
Let us introduce the following notations: . .
i§S @ group of” servers loaded by a Poisson traffic of me&f

Ao the average traffic intensity offered by an input PO so the Erlang-B formula [16] can be applied to express the loss
toward a single output PON. -

Aoptot the average traffic intensity offered to the networl@rObabIIIty (m1). Hence
by all of the input PON'’s toward a single-output AT /!
PON, i.e., Agior = N, A T = B(Ao, T') = TL 1)

Ay the average traffic carried by a direct wavelength Z Aé /5!
between an input and an output PON =0

Aor the average traffic rejected by a direct wavelength
between an input and an output PON and offered tghe mean and the variance of the traffic overflowing the direct
the dummy ports. wavelength, i.e.Aor andoy, are given by [16]

Ap the average traffic rejected by all the other direct A — A 5
wavelengths and offered to the dummy ports, i.e., 0R = A071 )
Ap = (Np - 1).AOR'

Ao the average traffic carried by the dummy ports M

Ap the average traffic rejected by the system. 2 _ _ 0

The above defined traffic components are depicted in Fig. 4. “on = dor <1 Aon+ T+1-A¢+ AOR) - G

In order to analyze the model depicted in Fig. 4, we assurﬂels to be noted that, according to the uniform traffic assump-

the following simplitying hypgtheses: tions, (2) and (3) characterize the first two moments of all of
The wavelengths connecting the source PON to the dummy, yraffics overflowing from the direct wavelengths. As these
ports are considered to be blocking free; this assumption glstis are independent, the mean and the variance of the total
lows the evaluation of the blocking probability due to the 4t girected to a specific PON, offered to the common pool

dummy ports as exclusively depenqllng on the saturation _&fwavelength conversion blocks, corresponding to the dummy
the slots of the wavelengths connecting the dummy ports With .« ¢ the router. are given by

the destination PON’s; that means that the dummy ports are

considered as a common pool &% 7" channels that can be Ao, dummy = Aor + Ap = Aor + (Np — 1) - Aor
accessed by all of the PON’s. = Np - Aok 4)
Traffic refused by the direct wavelengths and offered to the
dummy ports for and A p) is represented by means of only
its first two moments (i.e., mean and variance); this assump-
tions allows the application of the equivalent random traffic 03 quumy = oor + (Np —1)-05r = Np - 0gz.  (5)
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This rejected traffic is then offered to the common pool of wavés. Test of the Analytical Models with the Simulation Model
length conversion blocks, corresponding to the dummy ports of

tcf;err]rr?]li)tg;t;vgere there aré, T’ channels in which it can be ac'tions, and to test the reliability of the analytical models, we con-

Itis known that the traffic given by (4) and (5) is peaked (i.e3|dered a relevant case of the switchless network and performed

5 A 1 dina to the ERT method _tthe dimensioning using the two reported models. Such results
70, dummy /40, dummy > 1), SO, according to the method, ity re compared with those arising by simulation. Analytical and
can be thought as the overflow traffic of a groupf servers

led bl A loaded by a Poi traffic of simulation results are summarized in Fig. 5. Four curves are
(Cé ed preamble system) loaded by a Poisson rafhic of me n)tted, representing the blocking probability versus the number
A*. We can use the preamble system as the traffic gener %Iummy ports, using four models:

for the system composed af; wavelengths associated to the i ,
dummy ports. SoA* and N* can be evaluated by solving the 1) the_ ana_lytlcal model which uses the ERT method de-
scribed in Section IlI-A (Al);

following two equation system: \
2) the upgraded model which uses the cascaded method de-

In order to compare the models described in the previous sec-

Ao dummy =A™ - B(A*, N*) scribed in Section 111-B (A2);
3) the actual simulation model;
Vo, dummy = Ao, dummy <1 — Ao, dummy 4) the simulation model without the constraint concerning
(6) the coincidence between the time slot of the input and of
A* the output of the wavelength conversion block (S2).
+N* +1— A%+ A, dummy> ) It can be noticed that the results provided by all the models are

) quite similar. The main point is that there is no difference be-
Once A* and N* are known, the mean value of traffic overtween A2 and S2: this indicates that the cascade method is quite
flowing the dummy port system is given by accurate. So, in the following of the paper we report results ob-

tained using this method.
Ap = A*B[A*, (N* + Ny -T)]

whereinB(., .) is the Erlang B formula [16]. IV. RESULTS OFNETWORK DIMENSIONING
Finally, the overall blocking probability presented by the

system is To investigate the system performance we consider three

scenarios, corresponding to different sizes of the region
Ag served by the system; so, we have: lajge region with
- Aptot ®) Niot(large) = 2000 000 users; edium regioncharacterized
by N;o:(medium) = 150000 users; and siall region with
Niot(small) = 15000 users.
B. The Upgraded Model: The Cascade Method Two user classes are considerédisinessand residential
The first method takes into consideration just one blockinghe different traffic volumes they generate characterize these
case, as specified in the hypothesis A, that is just the conflistger classes. Here we assume that a single business user offers
on the wavelength connecting the dummy ports with the outpatraffic of a,,.s = 0.15 Erl while each residential user offers
PON’s are considered. If we want to take into consideratightraffic of a,.., = 0.05 Erl. The average call holding time is
both the conflicts at the input and the output of the recirculatir@y!Pposed to be equal for the two user classes. Three user sce-
lines, we must consider two different blocking possibilities. Thigarios are analyzed: fjll residential i.e., 100% of residential
means that we can consider a cascade of two gates in which4gers; ii)mixed in which residential and business users repre-

™

offered traffic can be rejected. sent the 78 and the 22% of the total number of users, respec-
In this case the evaluation of the second choice loss profi&ely; and iii) full businessi.e., 100% of business users. Fi-
bility () is carried out as nally, users, whichever category they belong to, are supposed to
be uniformly distributed over the considered region.
72 =1 — GueGous 9) Finally, I’ = 1000 is assumed as the maximum number of
slots of the TDM flows dedicated to the telephone traffic on each
where wavelength of the lines accessing the PWRN. Summarizing,

gin iSthe probability that there is at least one slot for acce3able | shows the values of number of users and of the mean
a recirculating line, considering the traffic rejected byffered traffics in the three network scenarios.
the direct connections; The system dimensioning is accomplished by evaluating
dout 1S the probability that there is at least one slot for exiwvhich are the values of the node parameters needed to guar-
the recirculating line, considering only the traffic thatintee a blocking probability less than a fixed value representing
has passed the input block of the dummy ports. a quality parameter (e.gL0~?). On the basis of the above
Notice that even this model is not rigorously exact, since lihentioned assumptions, the system dimensioning consists in
does not take into account the coincidence of the time slotsdgtermining the best tradeoff betweéf, i.e., the number of
the two blocks. In this sense, it is to be expected that the perf®©N’s serving the region of interest, and, i.e., the number
mance results provided by this approach are an underestin@teummy ports needed by the PWRN to satisfy the blocking
of the actual one. probability constraint.
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Fig. 5. Comparison among the different models. The blocking probability is reported versus the number of dummy ports, considering four difésent mod

TABLE |
NETWORK AND TRAFFIC SCENARIOS FOR THESYSTEM DIMENSIONING
Network scenarios Traffic scenarios
Type Number of Residentia Mixed Business
users
Small region 15000 750 Exl 1080 Erl 2250 Erl
Medium region 150000 7500 Erl 10800 Erl 22500 Ert
Large region 2000000 100000 Erl 144000 Erl 300000 Erl

In order to make the comparison more meaningful among thee needed in case of large region scenario. Fig. 7 depicts, in this
various alternatives for system dimensioning, we have assunuade, the blocking probabilityr) versus the number of dummy
that the PWRN port capacit,(V,) (expressed in slots) ded-ports(Vy).
icated to the telephone traffic isth scenarios when .V, is the From Fig. 7, it is clear that as the number of PON/S,,)
number of PON'’s, is equal to the minimum between 1000 slaticreases the number of dummy ports decreases if a blocking
and the minimum value needed to ensure that the loss propesbability of10~> has to be reached. However, such a decrease
bility (m1) experienced on the direct wavelengths is less thésecomes more and more insensitive as the number of PON'’s
0.1. Fig. 6 shows the values 6 (V,,) in the considered systemincreases. In addition to this, we can see that, for a given number
scenarios. It is to be emphasized that= 0.1, that is a typical of PON’s, a certain number of dummy ports exists such that the
value assumed for dimensioning telephone systems, is the ladsglition of other ports leads to a rapid decrease of the blocking
probability of only the direct trunks (the wavelengths directlprobability. This threshold effect is due to the Erlang formula
connecting the PON'’s), the final loss probability will be evalwhose characteristic presents a sharp knee, if the threshold value
uated by taking into account the additional wavelengths of tiecrossed the blocking probability falls rapidly.
dummy ports. A parameter that can be chosen for representing the system

Let us start with the analysis of the results obtained relevastst is the total number of por{#v,) of the PWRN given by
to the residential traffic scenario.

Although the graphs are not shown here, in case of the small
and medium regions, three dummy ports are always sufficient Ny =N, + Ng. (10)
to satisfy ther < 10~> constraint. The only exception is repre-
sented by the case witN; = 1 in the medium region scenario Fig. 8 depicts the behavior é¥; versus the number of PON’s
in which seven dummy ports are needed. Much more resour¢@;), in the three system scenarios. As it is evident, the curves
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present two zones: i) for low values 6f;, the PWRN size de-  Itis evident that the maximum number of users increases lin-
creases agV, increases and ii) for higher values &f;, the early with the number of dummy ports. The increase rate de-
PWRN size linearly increases @§,; increases. The thresholdpends on both the user categories and on the number of PON'’s.
between the two zones represents the optimum system clins worth underlining that the switchless network could sup-
figuration. In order to understand the real potentiality of thport: i) about 10—20 million users if we consider 30 PON’s and
switchless network better we calculate the maximum numbgiPWRN with 20-30 dummy ports and ii) up to 100 million

of users that can be served by the network, assuming a reasgers if user population is divided in 50 PON’s and a PWRN
able number of PON'’s. According to the previous positions, weith 50 dummy ports is implemented. These data suggest as
assume that the blocking probability) is lower thanl0=>. In  this kind of system could be used to serve an area comparable
Fig. 9 the maximum number of users that can be supported byigh a medium large country.

PWRN as a function ofV; with a constraintr < 10~ versus So far all the results have been obtained by assuming a uni-
the number of dummy ports is shown. The curves have befemmly distributed traffic. It is clear that in real practice, the
determined considering that the capacity dedicated to the teiaffic can be distributed in many different ways, and it is quite
phone traffic is equal t@” = 1000 slots per input/output fiber. difficult to make a comprehensive analysis. However, a relevant
The figure depicts three series of curves corresponding to 10, 88se is represented by the asymmetry, which exists among in-
and 50 PON'’s, respectively. Each series is composed of thtegregional traffic and extra-regional traffic. As a matter of fact,
curves relevant to residential, business, and mixed scenariost has been observed that the total amount of traffic in a region



BINETTI et al. SWITCHLESS NETWORKS FOR SINGLE-LAYER OPTICAL ARCHITECTURE 151

1201 - = - - s e e s s - e T R ST I T i
\ B . \ ) ! ! \ \ . B ) ) , ! . . B .

80

Large
- residential - - - - - - - - - - - s st o s s s s s s s s s s s s s s s

60 [ -

# PWRN ports

40 : T : : . : . . : : . ; . . ; ! . .

Smalt
| residential

20
Medium

/ residential

1 2 3 4 5 6 7 8 9 10 1 12 13 14 15 16 17 18 19 20

# PONs
Fig. 8. Total number of PWRN por{sV; ) versus number of PON'&V,), in case of mixed traffic scenario (constraint< 10~3).
B P to put the optical network unit (ONU) in a remote node, which
2 % - Mixed | P - serves a certain number of users. In this way, the different users
E 80T Business JRCTe share the costs. On the other hand, it is necessary to consider
§ I _.-mT I N a drawback that could prevent the switchless network working
5 e LT e properly: the block at the ONU that is caused when two or more
5 0T s et users wish to communicate in the same time slot. Thus, there
8 40 e N,=50 S epeas .
£ [t o I are some possibilities that, even if the network would not block
s X I Pl B a given connection, the ONU block it due to the time slot colli-
2 20 prmemmmem N30 sion.
i Infact, Fig. 11 shows the maximum number of users per ONU
O s 10 15 20 2 s a5 a0 a5 s Whichcan be setin order to avoid collisions, for different num-
# Dummy ports (N,) bers of time slots, considering three different user scenarios, for

an ONU blocking probability of0=>.
Fig. 9. Maximum number of users versus the number of dummy &g The results show that the effect of blocking at the ONU does
form <1072, not pose significant limitations. The number of time slots, which

] ] o ] ] _are necessary to prevent blocking at the ONU, is much less than
is about the 78%, while the remaining traffic (22%) is traffic toghe number typically used in practical applications. This means

ward outer regions [17]. In this condition, the network has to B4 even alternative access architectures, e.g., fiber to the curb,

dimensioned properly. In fact, Fig. 10 shows the blocking proBy yig fiber coax, etc., can be supported by the switchless net-
ability versus the number of dummy ports, in the large scajg,

network scenario, assuming mixed (residential and business)
traffic, in two cases corresponding to a dimensioning which does
or does not take into account the traffic imbalance, respectively.
It can be seen that the imbalance requires significantly more
dummy ports than uniformly distributed traffic. This can be This paper reports an analytical model that allows system di-
easily explained as follows. The bandwidth resources, in termensioning of a switchless network to be accomplished, in the
of wavelengths, which are dedicated to the PON-to-PON coease of Poisson traffic. This model has been demonstrated to be
nections, are scarcely utilized when two PON'’s belong to difr full agreement with a simulation model that we have devel-
ferent regions. At the same time, the connections required in tyged. The number of customers in a PON, the number of PON'’s
same region are large enough to saturate the wavelengths utssdf and the number of recirculating lines (i.e., the number of
for the direct PON-to-PON connections, and there is a stromgvelength conversion blocks) are design parameters that the
need of the wavelengths posed as a common pool through thedel can easily deal with.
wavelength conversion blocks. As a result, the analysis reported here for some relevant cases
So far, we have assumed that an optical terminal is at digiowed that it is possible to assess the feasibility of the switch-
posal of any user, that is optical equipment with a tunable trariess network concept, since there are no constraints in realizing
mitter and a tunable receiver in each home. This correspomigworks covering even large scale areas. Furthermore, it has
to the classical fiber to the home (FTTH) approach. Howevdyeen demonstrated that the proposed concept is not limited to
this solution could be highly costly. An interesting solution ishe fiber to the home architecture, i.e., it is not necessary that

V. CONCLUSION
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Fig. 10. Network dimensioning in the cases of uniformly distributed traffic and unbalanced traffic. The blocking probability is reported vensubénef
dummy ports. The number of users is 20 000 000; the number of PON'’s is 100, and the number of time slots is 100.
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Fig. 11. Maximum number of users that can be handled by the same ONU, for having an access blocking probability at th&(OR|Uasfa function of the
number of time slots.
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