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Buffered Fixed Routing: A Routing Protocol for
Real-Time Transport in Grid Networks

Jinhan Song and Saewoong Bahk

Abstract—in this paper we propose a new routing protocol the level of service to be maintained during calls. In specific,
called buffered fixed routing (BFR) for real-time applications on  real-time applications are insensitive to packet loss, but sensi-
grid networks. While previous routing protocols for grid networks tive to packet delay and sequencing.

have been designed to improve network throughput, the BFR . . . . .
scheme is propgsed to gugrantee the end-to-gng packet delay We briefly desprlbe the previous routing protocols for grid
and sequencing without loss by using finite buffers at each node. N€tworks and point out the problems they have. Shortest path
Thus the proposed scheme can satisfy quality-of-service (QoS)routing (SPR) [9] is classified into store and forward routing
requirements of real-time applications. The BFR scheme uses the (SFR) and deflection routing (DR) according to whether it
token on the row ring to provide QoS guarantees. The perfor- \,sag the routing buffer. SFR uses the routing buffer to hold
mance of the BFR scheme is analyzed by using the-Geom/Geom/lone of the two contending packets when a contention occurs
queueing system under uniform traffic. In the simulation, the BFR - ap :
scheme shows the zero-loss, high-throughput performance with SFR shows higher throughput because packets travel through
the minimum delay variation compared to other routing protocols  only the shortest paths to reach the destination. However, it
such as store and forward routing, deflection routing and vertical requires an infinite size of buffers at each node for lossless
_routing. In addition, it has shown the smallest average delay at communication. As a result, the end-to-end delay cannot be
intermediate and heavy loads. bounded. Furthermore, since there may exist several shortest

Index Terms—Communication network, protocol, routing, paths between a source and destination pair, packet sequencing
routing protocol. is not guaranteed.

DR is the routing protocol devised for all optical networks

|. INTRODUCTION where buffering is difficult. It resolves contention by deflecting

S one of the two contending packets @o alternative pathn-
T HE O.P.TICAL networ_k communication is one of the_ mOS‘L,tead of buffering it. It cannot satisfy the packet delay and se-
promising technologies to meet the large bandwidth r

. 2 uencing requirements due to the uncertainty inherent in deflec-
quirement of future applications. In recent years, a lot of wo

has b d f tical networks in th hand n. Moreover, it shows lower throughput than SFR.
ciaaslaf:;s [cl)?e[lc;;op Ical NEtworks in the research and COMMeRy, icq| routing (VR) has been proposed to satisfy the packet

The technologies to i the t . dd.elay requirement [4]. VR gives up using the shortest paths. In
€ technologies 1o Increase ne fransmission Speedyli /g scheme, an accepted packet proceeds along the row first.
hen it turns to the column direction if it meets the destination

method: wavelength-division multiplexing (WDM) and OptlCa«':‘olumn where the destination resides, and it proceeds along the

time-division multiplexing (OTDM) [1]. Among these, thecqumn. A row packet has higher priority than a column packet

WDM technology is considered to provide a realistic SOIUtiQfﬁ contention. This means that the column packet is deflected

to utilize the abundant bandwidth of the optical fiber. This %) the row direction when it contends with the row packet. The
bec_ause it allows _the network to pe 'OQ'C?‘"V conflgur_e(_j N Aeflected column packet has become a row packet and naturally
arbitrary topology mdepend_ent ofits physical connectlwfty anfas priority at the next contention. The delay bound of VRis
allows nodes to have electric buffers for packet processing [ ps for a network oiV nodes. VR has less processing overhead

[8]. than SPR. However, VR shows even lower throughput than DR

?ptlcl:(al netwodr.ks atre tc;llassm?d mt? Ismglle f;\op and ml:tl.t;]hot?ecause packets do not travel through the shortest paths. More-
networks a;(r:]cor m%h (;h € roullnq[ S yle [1]. it motng mlﬁ 'tto%ver, it cannot preserve packet sequencing because it cannot
NEWorks, those wi € regular topology attract much attef, anticipated how many deflections occur during the delivery.
tion since their regular structures simplify th_e routing procedurgach deflection in VR costs additional hops whereV is equal
Most of the previous works done on multihop networks ha B the number of columns of a given network. Thus the deflec-

been dedicated to maximize overall network throughput o %n cost of VR is larger than that of DR which is 4 hops regard-
[1]. However, a variety of current and future network serviceitgjSS of the network size [3]

require different levels of QoS, and they require guarantees The protocols described above are not suitable for real-time
applications because of their inherent pros and cons. In this

paper, we propose BFR, a new routing scheme that is suitable
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Fig. 1. 4 x 4 Grid network.

We assume that the considered network for BFR has a g'r:fg' 2. Node structure.

structure. Since various network structures including the Shuf-

flenet can be transformed to an orthogonal ring structure whigBnt and prevents a new packet destined to that column from en-

can be decomposed into row and column rings, BFR can be #¥ing the slot. After the slot propagates the row ring and returns

plied to many kinds of multihop networks. Fig. 1 shows an exX0 the node of originating the token, the node serves a packet

ample of the grid network called a Manhattan street network Bipm the routing queue because either the slot is empty or con-

a torus. tains a packet which does not cross to the column at that node.
This paper is organized as follows. In Section I, the BFRherefore the maximum packet service time at a column node

scheme is proposed. Section Il analyzes the performancei®equal to the propagation delay of the row ring.

BFR. Section IV presents a comparative study of SFR, VR, DR, Fig. 3 shows the packet and slot structures used in BFR. Itis

and BFR in terms of throughput and delay followed by the cogssumed that row and column packets arrive at a node simultane-
clusion in Section V. ously. If the arrivals are not synchronized, itis difficult to decide

which packet to switch, and the packet blocking can occur at the

switch. This type of synchronization can be easily achieved by

delaying one of the two input links. No further restriction is im-
BFR routes packets through the fixed routes between soufgsed on the length of a link.

and destination nodes. It puts priority on row packets over The basic operation of BFR is as follows.

column packets in contention as VR does. However, eachl) A packetgenerated atanode is considered as a row packet

node has a routing queue of a finite size and holds contending and enters the network when the following conditions are

Il. BFR (BUFFEREDFIXED ROUTING)

column packets which would otherwise be deflected in VR. met:

Fig. 2 shows the node structure of BFR. A row packet never « there is an empty slot on the row direction;
experiences buffering, but a column packet is buffered if a row e the token bit corresponding to the destination
packet crosses to the column or the routing queue is not empty. column of the generated packet is not set (i.e., not
Therefore the protocols used on the row and column rings are reserved).

different. A new packet admitted into the network always moves 2) The packet travels through the row nodes until it arrives
along the row first. When it reaches the destination column, it  at the destination column.

proceeds along the column until it reaches the destination. WherB) After the packet arrives at the destination column, it

contention occurs, the node buffers the column packet and sends travels through the column until it reaches the destination
atoken over the row ring to reserve a slot for the transmission of  node.

the buffered column packet. Note that the output multiplexer is 4) When a contention occurs, the column packet is buffered

placed after the x 2 switch. Local traffic can enter the network and the node sets the corresponding token bit for the reser-
if a row packet switches to the column or an empty row slot has  vation of a slot.
arrived. 5) The buffered packet can be transmitted to the next column

The token bounds the queueing delay at the routing queue. As  node when the row packet does not cross to the column at
shown in Fig. 3, the token field in the row slot header consists  the node.
of N bits for a network of N columns. A row slot, therefore, A token counter placed in the token controller of each node
carries maximum ofV tokens. Each token bit is allocated tacounts the number of tokens which are set by that node and are
each column of the network. Only the node in the correspondigtll in propagation. The counter value is increased when the
column can set or clear its token bit. The token bit set representsle generates a token, and decreased when the node receives a
that the corresponding column node has a packet waiting tore¢urned token. It tries to keep the counter value as close to the
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number of packets in the queue as possible to prevent generatiapacity of the BFR scheme. BFR preserves packet sequencing
of unnecessary tokens and to improve performance. Need fi@cause it uses fixed paths for delivery. It also guarantees the
such mechanism arises because the routing queue can be afteito-end packet delay since the maximum packet service time
served without tokens when a row slot is empty or a row packistbounded by the propagation delay of the row ring. Owing
does not cross to the column. Therefore the number of tokenganthese characteristics, a finite size of buffers at each node is
the row ring at any given time can be greater than the numherough to achieve lossless communication. Packets are not lost
of packets in the routing queue. If this happens, the node daeghe routing queue but may be dropped in the local queue.
not have to generate a token for the new buffered packet. THewever, it is not difficult to control the packet drop in the local
counter value is never less than the number of waiting packetseue since the drop can be notified to the transport layer as soon
in the queue. as it occurs. Moreover, since it is acceptable for the local queue
Fig. 4 illustrates how the token works. At= 0, a column to have a larger and slower memory than the routing queue, the
packet arrives at node 3 and a row packet, which is not showacket drop in the local queue can be more manageable.
in the figure, crosses to the column at the node. The columnin order to quantify the delay bound and required buffer size,
packet is buffered due to the contentionzAt 1, node 3 gener- we assume that slots are of the same length. We also assume that
ates a token and sets the token bit corresponding to itself, whihe propagation delay of a row denoted®ys a multiple of the
sending a packet destined to column O (or node 0) in the slskot length. These assumptions are deduced from the fact that
At ¢ = 2, the packet arrives at the destination column (or nodt#)e row and column arrivals are synchronized. Since the token
and the slot becomes empty. But the arrived packet at nodeefurns to the node of originating it i slots, a packet arriving
cannot enter the slot because the corresponding token is alreatdthe routing queue can be served witliinslots. Therefore
set. Att = 3, the slot can carry a packet destined to node 1. Ate service time and the buffer size at each node are bounded
t = 4, the packet is blocked at node 2 because the slot is already). Theoretically the required buffer siZgfor lossless com-
occupied. Att = 5, the buffered packet is served as the tokemunication is equal t&). However, under the assumption of
returns (the row packet should not switch to the column).  uniformly distributed traffic environments, it will be shown that
B is not much related to the propagation delay of a row. This
means that the buffer size of smaller than the propagation delay
is sufficient to achieve low loss. Since BFR uses the token on the
In this section, we discuss packet sequencing and delay bouow ring, the delay bound is given by N? — 1 hops, equiva-
issues briefly, and analyze buffer characteristics and netwdetly (N2 —1)/N)Q slots for the consideredy x N network.

Ill. PERFORMANCEANALYSIS
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analyzed with the Geom/Geom/1 queueing system [14]. With

{ andu(k), T is expressed as follows:
[:] ML (@), j=itLizo
_ Juma -, j=i-liz1
s ) Bi= Y1, - T, i—giztjz1 O
preprocessor 0, otherwise
" 2N A ¥ where)\ is
. | :
2 P (k) <1_N)“_PwXL_W»
N B
¥ A= 5 )
uik) 1-— <1 - N) (P(0)(1—W))
andpu(k) is
‘: -1- emp(f = ) LY » :I
preprocessor oomrgl mSI‘tjig)lg;er u(k) =l=w <1 B E) ' )
N J
had The detailed derivations of and (%) are presented in the
U Appendix.P should be solved recursively by updatingind?
i pe until it converges.

B. Maximum Capacity

Fig. 5. lllustration of used variables. . . L .
In multihop networks, the maximum capacity is given by

(maximum capacityy(number of linksk (link capacity)/(av-

A. Buffer Characteristics erage hop distance) [3]. For thé x N grid network, the av-

In this section, we analyze routing buffer characteristics §f29€ hop distance o; SPRis approximately2 + 1) and the
BFR with the Geom/Geom/1 system. The basic assumptions fstmber of links is2V=. Thus the maximum capacity of SPR,

the analysis are given as follows: Cspr, becomes
» The length of a link is the same for all links aswhich is _ 2N? L ‘
normalized in unit of the slot. Csrr = N X Clini, = AN Clini @)
» Only one packet arrival or departure can occur within a 2
slot. where Cy;,,i represents the link capacity [9]. Since the SFR
+ Destination nodes of packets are uniformly distributescheme uses the shortest paths for routing, it exploits all the ca-
over the network. pacity of the network and its maximum capacity is the same as

 External packet arrival probability at a node follows the the maximum capacity of the grid network. However, since the
geometric distribution and is the same for all the nodes BFR scheme is designed to use the fixed paths rather than the

» Packets arrive at the routing queue with probabilityol-
lowing the geometric distributioh.

shortest paths, the average hop distance of BFR is greater than
that of SFR. For BFR, the number of hopsfrom nodes (0,0)

 The service time at the routing queue has the geomettéc(i, j) becomes

distribution with probability.:.(k), wherek is the number
of packets in the routing queue.

Fig. 5illustrates the variables we use in the analysis. Detailed

o _Ji+g ifj#0
Z”_{N—H’, if j = 0. )

description of the variables are presented in the Appendix. Sincel he case of = 0 occurs when the source and the destination

the buffer size is bounded bl = L x N, the buffer state
can be expressed as the discrete time Markov chainAvithl

states. The probability distribution vector at times denoted by
P(n) = [po(n), p1(n), - --pp(n)]. If the transition probability

nodes of the packet are on the same column. In this case the
packet travels through all the nodes on the row and returns to
the originating node. Then it goes down through the column to
reach the destination node. This is because the generated packet

matrix 7" is defined byl’ = [T} ,],4, j = 1, ---, B + 1, then should be admitted into the network through the row first. As a
P(n+1) =T - P(n). Asn — oo, P becomes? = T - P. resultl;; becomesV + i for j = 0.
In order to solveZ; ;, A andy(k) should be found first. As this ~ The sum of hopg is

discrete time Markov chain is a birth—death process in which N-1 N-1
state transitions to only neighboring states are possible, it can be = Z Z Li; —loo
i=0 j=0
N—-1|N-1
1we adopt this assumption to overcome the difficulty of analyzing queueing = Z Z i+ +N+i| - N
problems involving dependent interarrival and service times among the routing i=0 | j=1

and local traffic queues. This is the same as the Kleinrock’s independence ap- 3
proximation [14]. =N"—-N (6)
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Fig. 6. Packet loss probability versus buffer size (according to the netwadrig. 7. Packet loss probability versus buffer size (according to the link length).
size).

then
. N3 - N 1
(average hop distance) ——— = N. (7
NZ -1 16
L
Thus, the maximum capacity of BFR is given by T s
2N? S
CBFR = - X Clink E 14
=2NCyini ® T ,,p
This represents that the maximum capacity of BFR is appro
imately half of that of SFR. 2
11
IV. SIMULATION RESULTS — " N N
We have conducted extensive simulations to evaluate t "o w0 vow  vo  z00  mo0 a0 300 4000 4500
performance of BFR. The simulation was performed by usir _ number of nodes

Ptolemy 0.6[15]. _ o _ _

Fig. 6 shows the performance of BFR with respect to tHed- 8- The utilization ratio of row to column links.
packet loss probability and buffer size where the external packet
arrival probabilityy at each node is 1 and the link length is twaize much smaller that the theoretical one is enough to satisfy
slots. The analysis results are compared with the simulation @eS requirements.
sults for the network of 16, 64, and 256 nodes. The solid linesSince BFR employs different protocols on the row and the
and marks indicate the analysis and simulation results, respealumn, row and column links shows different utilization and
tively. The simulations shows very close results to the analyzesmder-utilized links degrade overall network throughput. For a
To achieve the lossless transmission, the buffer sizes of 8, i@y link, the utilization is given by —pempty . Foracolumnlink,
and 32 slots are theoretically needed for the network of 16, 6is p;. = 1—P(0)(1—\)(1—W). Then the utilization ratio be-
and 256 nodes, respectively. However, Fig. 6 shows that apprormes(1 — pempty )/ Pre. Fig. 8 shows the utilization ratio curve
imately less than 20 buffers are enough to guarantee the accémtdifferent network sizes. It shows that the ratio converges to 1
able packet loss probability. For example, 18 buffers are enougghthe network size grows. This means that the traffic is evenly
to keep the packet loss probability at less than® for the net-  distributed throughout the network.
work of 256 nodes. The performance of BFR is compared with those of SFR, VR

Fig. 7 shows the performance of BFR for different linkand DR in simulation. Fig. 9 shows the maximum capacities of
lengths with respect to the packet loss probability and bufféfFR and SFR with respect to the number of network nodes. The
size. The considered row lengths are 48, 144, and 208 slots$onulation results of BFR show the same results as the analytic
the network of 64 nodes and= 1. It is expected that the buffer results derived in (8).
size increases proportionally in accordance with the propa-Figs. 10 and 11 show the simulated performance of SFR,
gation delay of the row to guarantee lossless communicati®R, VR, and BFR for thes x 8 grid network under uniform
But it is shown that there is no direct proportional relationshipaffic condition. The average throughput and delay are plotted
between the propagation delay and the buffer size. The buffarcording to the external packet arrival probabiityn Fig. 10,
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average delay diverges to infinity asapproaches 1. This is
shown in Fig. 11. BFR shows reasonable throughput and good
performance in terms of delay and delay variance. In case of
~ > 0.3, BFR outperforms DR in terms of the average delay
and throughput. Fig. 11 also shows that the average delay of
BFR varies very little for different network loads. This means
that the delay variation is so small, which is a very important
property to provide guaranteed QoS for real-time applications.

V. CONCLUSION

In this paper, a new routing protocol called BFR has been
proposed to support requirements of real-time applications in
grid networks. The BFR scheme uses tokens on the row ring to
control the admission of user packets into the network. Once
the packet enters the network, it can be delivered to the desti-
nation with QoS guarantees. BFR can guarantee packet delay
and sequencing without loss if each node has the required size
of buffers. Therefore it is suitable for supporting real-time ser-
vices, especially for ATM services which require packets to be
deliveredin sequence. We expect that BFR can be deployed with
the development of WDM technology since WDM allows dense
networks such as grid networks to be logically configured in an
arbitrary topology. In WDM networks, the abundant bandwidth
needs to be partitioned for electrically processing to be possible
at each node.

We have analyzed the proposed scheme with the
Geom/Geom/1 queueing system and compared it with the
other competitive schemes through simulations. The summa-
rized characteristics of BFR are as follows.

» BFR guarantees packet delay and sequencing with high
throughput.

* Finite buffer size at each node is required for lossless com-
munications.

» Under uniform traffic condition, the buffer size of far
smaller than needed theoretically is suited for achieving
very low loss and low queueing delay.

» The utilization ratio of the row to the column links con-
verges to 1 as the network size grows.

* BFR shows the best performance compared to the others
in terms of the average packet delay at intermediate and
heavy loads.

» The packet delay variation of BFR with respect to the net-
work load is the smallest compared to the others.

Future works such as reliability issues, scheduling al-
gorithms, and signaling protocols for call admission at the
connection level are left for further studies.

APPENDIX

Finding A: Before obtaining\, the traffic pattern on a link
of the slotted ring needs to be analyzed. In slotted rings, the
packet’s destination distribution on a link is not uniform even
though each node generates packets with uniform distribution
of destination nodes. This is because each packet has different
sojourn time depending on the location of its destination due to
the path dependency of the ring. Thus a link has more packets

SFR shows the best performance in terms of throughput. Howhich are nearer to the destination. In the increasing order of
ever, SFR is not appropriate for real-time applications since ttse distance to the destination, the ratio of numbers of packets
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onalink become®&’ —1: N —2:...:1:0."“Zero”intheratio routing queue and a row packet goes straight. Then it is given
indicates that the node absorbs packets destined to itself dyd
does not generate a packet destined to itself. Then the absorbin

probability that a packet on a link arrives at the destinationis ¢ — (1= P(0)) - L+ PO)(T = (1 = Peross (0))(1 = A))

No1 o =1 - P(0) + P(0)(M1 — Peross(0)) + Peross(0))
= ) =1 P(0) + P(O)Y\1 — W) + W)
S =1- P(0)(1— \)(1—W). (14)

Note that the packet arriving at the empty routing queue can be

In BFR, the absorbing probability at the column ring node iserved immediately without being buffered. Since we assumed
the same as on the slotted ring since the node doesn’t genetiaig every node has the same probabilistic behavior, transmis-
packets destined to itself. However, the absorbing probabilitygibn and reception probabilities on the column are the same as

each node on the row ring becomes pie (S€€ Fig. 5). An arriving column packet enters the routing
N ) queue if it has not reached its destination node. Applying the
N S N+T (10)  packet absorbing probability, we can writeas
z 2
; A= <1 - N) Pte
This is because nodes on the row ring can generate packets to 2
themselves. = <1 - N) (1 —-P(0)(1—X)(1—-W)). (15)

Now let us find the packet arrival probabilityat the routing
queue. Lepempty be the probability that a row slot is empty.
depends ory which affect®empiy. Since an analytical approach <1 _ 3) (1— P(O)(1— W)
is not suitable for finding out the relation betwegn, .., and-, \ N
Pempty IS US€d to indicate the network load as in [10]. pgt.ss -
be the probability that a row packet is crossed to the column at 1= <1 - N) (PO)A W)
the switch. This occurs if a slot occupied by a packet arrives
from the row(1 — pewpty) @nd the packet arrives at the des-
tination column(2/(N + 1)) and the node is not the packet’éO

Rearranging the result,

(16)

Finding p(k): Since the routing queue is served if a row
acket goes straight at a node, the service probabiity is

destination1 — (1/N)). As a result (k) =1 = Peross(k)
k
—(1- 2 (-t :1—W<1——> 17)
pCrOSS - (1 penlpty) N —"_ 1 <1 N) - (11) B

Now, we will take token effect into account. Assume that th‘é’herek Is the number of packets in the routing quepe)
tokens are uniformly distributed on the row ring. Actually, th&NSUres that the full queue should be served without packet drop

probability of a token being set depends on the previous statesg}ce“(B) =L

the queue and the arrival pattern of the row packets. However,
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