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Analysis of Hybrid Optoelectronic WDM ADC

Payam Rabiei and A. F. J. Levi

Abstract—A new hybrid optoelectronic wavelength-divi- Il. SYSTEM ARCHITECTURE
sion demultiplexed (WDM) architecture to extend electronic . . .
analog-to-digital conversion (ADC) performance is analyzed and ~ We consider a system, which uses a pulsed multiwavelength
simulated. Mode-locked optical pulses are amplitude-modulated optical source, an electrooptic modulator, an optical wavelength

by an RF signal and optically demultiplexed into a number of demultiplexer, optical detectors, electronic filters, electronic
parallel channels. The signal in each channel is converted to an ADCs, and a DSP as shown in Fig. 1 The source generates

electrical signal and then passed through a simple low-pass filter. fi interl d tical | of diff ¢ t
The effect of low-pass filter response, filter matching, noise due to Ime-interiéaved optical pulses Hierent center wave-

jitter, and detector shot noise on system performance is simulated. lengths [4], [5]. It is important to note that the optical pulse
repetition rate obach wavelengtls a factor ofn smaller than

the sampling rate. The optical pulses are amplitude-modulated
by the RF input signal in the electrooptic modulator portion
of the system. For illustrative purposé&(wry) is a triangle

I. INTRODUCTION whose highest frequency componentuigr ,,.x. The optical

HE USE of fiber-optic technology to improve the perforpulses are then wavelength-demultiplexed to a lower pulse
T mance of analog-to-digital converters (ADCs) has bedRPetition rate using an array waveguide grating (AWG). Each
pursued for many years [1]. Recently, interest in this subjeet the n different optically demultiplexed signal channels
has been heightened with the introduction of hybrid optoelel§- then delayed and converted to an electrical signal by a
tronic techniques such as optical time-stretching [2] and waJaigh-responsivity detector. The delay is incorporated in each
length-division demultiplexed (WDM) sampling [3]. The basichannel so that different ADCs may be synchronized using a
idea is to optoelectronically process the radio frequency (Rfingle clock. The electric current flowing in each detector is
signals to generate lower bandwidth signals that can be sd?fRpPortional to the energy in the optical pulse. Each electrical
pled using electronic ADCs. Digital signal processing (DSP) fgnal is low-pass filtered before electronic analog-to-digital
then used to reconstruct the original signal. conversion. The low-pass filter (LPF) bandwidth is up to a

In the WDM experiments [3], Kang and Esman use a Singfgctor ofn smaller than the RF signal bandwidth. An advantage
mode-locked laser and WDM generator to produce a wavefthis scheme is that electronic ADCs with relatively low input
length time-interleaved pulsed optical carrier with high optic&andwidth can be used to sample very-broad-band RF signals.
pulse repetition rate. The time-interleaved multiple-wavelengfi®r @ given signal bandwidth (BW) and ADC sampling rate
optical pulse-train is amplitude-modulated at RF using dus) the minimum number of channels used by the system is
integrated electrooptic modulator and the resulting output
is then wavelength-demultiplexed into separate channels. In IBW
this way, the optical pulse repetition rate on each channel is n=
reduced. Each channel has an optoelectronic receiver whose fs
electrical output is fed to an electronic ADC. Kang and Esman
envisioned that, in a complete system, the digital output This is the Nyquist theorem, which assumes a perfect step-func-
each individual channel would be processed to reconstruct tigh low-pass input-filter frequency response. Clearly, if we
original RF signal. wished to sample a 20-GHz RF signal to 8-b resolution using

The purpose of this paper is to analyze a WDM sampler arcliitectronic ADCs with 8 GS/s and 8-b resolution we would
tecture and DSP system for the case of limited optoelectronic rzed aminimumof 5 ADC channels. In practice the number of
ceiver bandwidth. In this situation, the complete hybrid systeshannels will be greater to accommodate the fact that the LPFs
acts as an optically assisted RF mixer whose output is a numB@g other system components are not ideal.
of low-frequency signals which are digitized using relatively However, by using a DSP itis possible to reconstruct the orig-
low sampling rate ADCs. These signal components have knoywal RF signal from the multiple low-speed digitally sampled
relative time delay so that a DSP can be used to recover the oggnals.
inal high-frequency RF signal.

Index Terms—Analog-to-digital conversion (ADC), digital signal
processing, mode-locked laser, radio frequency (RF) mixer.

IIl. SYSTEM ANALYSIS
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Fig. 1. Schematic diagram of the hybrid optoelectronic WDM ADC system architecture. The optical multiwavelength source is RF-modulated griebaemulti
using an array waveguide grating (AWG). The output of the AWG is detected, low-pass filtered, and quantized. DSP reconstructs the original signal.

The optical source is an external cavity mode-locked laskrthe energy of the optical signal, the output of the detector is
which generates optical pulses of different center wavelengdssumings,, » = 1 for simplicity and assuming the modula-
Am. Each optical pulse centered¥gt, consists ofV+1 external tion depthd < 1)
cavity modes wheréV is an integer. The time-varying electric

field centered ab,, is given by [6] (assuming nonequal power 1 mic N o
in each mode) 'Lm(t):§<1 tdw < I )) Z (N = [k|+1)ertee
k=—N
N/2 oot wherei,,, () is the current of the detectes. This signal is then
em(t) = Z Y A m=1,...,n low-pass filtered and a signal with low-frequency components
k=—N/2 is obtained. Taking the Fourier transform of the detector current

given above and multiplying the result with the LPF transfer

The subscriptr labels different channels with different centefunction H(wgr) one obtains
wavelengths),,, and corresponding optical frequeney,,. %

labels the modes that are locked together around each ce te(
wavelength),,,. The mode spacing of the external cavity izm WRF
we which also corresponds to the pulse repetition timme=

21 Jwe. am, k. 1S the amplitude of the mode associated with

center frequency,,. In the system, the mode spacing is chosen ) ) )
to be equal to the ADC sampling rate. I (wrr) is the signal spectrum at the output of LPF. For sim-

an electrical RF signal:(t) to the electrooptic modulator. @8ssumes! = 1 to avoid a delta function in the RF spectrum.

Assuming small-signal modulation, the modulated electrltis also important to note that the mode spacing can be
field of the optical signal is [6] smaller than the Nyquist rate by a factorsaf Neglecting the

phase term for the moment, this spectrum is basically the ad-
N/2 4 it dition of the shifted (in the frequency domain) RF spectrum
em(t)= Z A, 1 SR <—+_> .g;<t_ _c> edlemthkwelt X (wrp) multiplied by the LPF transfer function. This is shown
42 n schematically in Fig. 2 assuming a triangular shape for the input
RF signal in the frequency domain and an ideal LARwgr).
whered is the modulation depth. For simplicity and ease of exthe figure shows aliasing of signals in the output of the detector.
planation, the time delay in the interleaved optical pulses is r€he high-frequency components are mixed with low-frequency
placed with an equivalent delay in the input signal. This delay t@mponents. There is also a decrease in the amplitude of higher
mtc /n. The optical pulses are then wavelength-demultiplexdaequency bands which is due to the tef — k| + 1).
inton channels and the optical signal in each channel is detected\lthough there is aliasing of signals, all signal information is
using a photodetector. Since the detector current is proportionahserved and we can still obtain the original signal using DSP.

N

)= 3 (N = [k + DX (wrp — kwe)
k=—N
.ej((mt(waF—QW"lk)/n)H(wRF)'

k=—N/2
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Fig. 2. Schematic diagram of signal mixing in each detector. The high-frequency components are mixed with low-frequency components because the mode
spacinge is small compared to the RF bandwidti r n,ax -

To show this, consider the required DSP to reconstruct the n
original high-frequency RF signal from the low-frequency dig- (N = |k[+1)H t. (k +nl)wc
itized signals. The discrete Fourier transform of the sampled

signal is . . .
g for the reconstructed signal. Although it may seem complicated,

w N this formula shows that the final reconstructed RF signal is a
Ia.(Q) = 1 Z Z (N —|k| +1)X<Q — hwe — lwc> signal with an effective sampling rate whichrigimes the indi-
tc te vidual ADC sampling rate multiplied by a filter function which
i O is the addition of shifted (in frequency domain) low-pass filter
_Cj((nlS2727rnl(k+l))/n)H <_> functions.
tc The system is equivalent to a system with an analog transfer

Note that the sampling rate is identical to mode-locked Ias%V]Ct'on given by

repetition ratevc.

l=—00 k=—N

If we time-interleave the digitized samples from different (n—1)/2
channels we should be able to obtain the original signal. To T(wrr) = Z (N — |k| + DH(wrp — kwe)
mathematically model this process we insert- 1 (n is the he—(ne1)/2

number of channels) zeros in the middle of two consecutive

samples. We then delay the sample sequenceil{yn is the

channel number) in each channel and then add them upaasl whose output is digitally sampled at a rate that tsnes
shown schematically in Fig. 3 for a two-channel system. Thige sampling rate of an individual electronic ADC.

process can be easily written in the Fourier domain as scalingt should now be clear that in this architecture the LPFs

the frequency, multiplying by phase term, and adding thd(wrr) before the ADCs are not antialiasing filters. These
signals filters should be chosen such that the transfer function of the

complete system results in a flat frequency response.

We assume a system that has five channels with three locked
modes in each pulsgV + 1 = 3). Each LPF has an identical
frequency response and each ADC samples at 8 GS/s. The RF

whereX is the reconstructed signal. Assuming that the numbiput to the electrooptic modulator has an antialiasing filter with
of mixed signals at the LPF output is equal or less than ti§€ 18-GHz—3-dB bandwidth. Fig. 4 shows the system transfer
number of channels (which is satisfied provided that the afyinction and low-pass filter transfer function for two-pole and
tialiasing filter bandwidth is less thams¢/2) we can replacay  ight-pole LPFs with different-3-dB bandwidths. It is clear
with (n — 1)/2 in the summation indices fdf,, (€2). By placing that the system transfer function will reject some frequencies

I,,(R) in the previous formula and simplifying the expressioff the LPF is incorrectly designed. As an example, Fig. 4(b)
we obtain shows a smooth system transfer function using a 3.8-GHz

—3-dB bandwidth eight-pole Butterworth LPF. However, it is
T Q (n—1)/2 apparent from the figure that even a small change-8:dB
XQ)== > <X <n— - jnlwc> > LPF bandwidth to 3.6 GHz introduces attenuation at 4 and 8
t t . .
c ¢ k=—(n—1)/2 GHz that is undesirable.

n

X(@Q) =D Lu(nQ)e™

m=1

l=—0oc
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Fig. 4. Transfer functiod (wrr ) of the LPF and corresponding five-channel
system transfer functiond (wrr) for different LPF —3-dB bandwidths
(b) with three locked modes. (a) Two-pole Butterworth filters. (b) Eight-pole
Butterworth filters.
requires more optical bandwidth. Fig. 5 shows the transfer func-
I l l tion for 100 locked modes.
! el - L L 5 The specific form of the transfer function for this system sug-
gests that a perfect flat transfer function is obtainable if
Time
, 1 — exp(—jwta)
(c) H(jw)y=—"""=

Fig. 3. Signal reconstruction method using DSP. (a) Original signals. (b) Jw
Inserting zeros and delaying. (c) Adding the signals.

In this expressiont, is the delay which must be chosen equal

The system does require that we antialias filter the RF sigr‘gltc'
prior to modulating the optical carrier. For example, if we
are considering a five-channel system with 8 GS/s ADCs we
sample at a 40-GS/s rate which means that, in principle, we carmhere are different noise sources in this system. The main
sample signals with frequencies up to 20 GHz and a 20-GlHdaurces of noise are optical crosstalk in the demultiplexer, de-
antialiasing filter is required. However, due to practical limitatector shot noise, and noise in the output of mode-locked laser
tions in filter design we do not expect to achieve operation aptical source.
frequencies close to this ideal case. Compared to conventionaDptical crosstalk between different channels of the demulti-
ADCs, the effects of aliasing can also appear at relatively lgexer may be suppressed arbitrarily if the channels are chosen
frequencies neavc /2. to be far enough apart in wavelength.

We need the number of locked modeé$ ¢ 1) to be atleast  For an analog optical link it has been shown that the signal-to-
equal to(n — 1)/2. This is required to have all the high-fre-noise ratio (SNR) linearly increases with the input power of the
quency components correctly mixed to low frequencies. So, flaser source [7], [8]. In the previous analysis, a very-low-noise
example, in a five-channel system we need at I8ast 1 = 3. laser source is assumed so that detector shot noise dominates.
There is an advantage to having a higher number of lockedTiming jitter can be an important source of noise in our
modes. Looking at the terfdV — |k|+1) itis clear that ifN > system. Clearly, if there is timing jitter in the sampling pulses
|| the variation in signal amplitude in adjacent bands could la& error will be introduced in the detected optical signal and
reduced. So if we have a higher number of modes locked teence an error will occur in the reconstructed RF signal. The
gether we will obtain a flatter frequency response. However, theffect of jitter can be described as an equivalent amplitude

IV. OPTICAL POWER, BANDWIDTH, AND NOISE
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Fig. 5. Transfer functiod (wrr ) of the LPF and corresponding five-channel system transfer funclidas ) for different LPF—3-dB bandwidths with 100
locked modes for eight-pole Butterworth filters.
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Fig. 6. Simulation results for the effect of jitter on the SNR. The five-channel system uses eight-pole Butterworth LPFs with-8-@Bibandwidth. (a)
Effective number of bits for different input optical pulse jitter. (b) SNR for 100-fs jitter plotted using normalized linear scale. The simusaibesaso shot
noise.

noise. Assuming a single-tone signal at the input to our systéim achieve a resolution oV, bits we assume that the error
and a timing error equal téx¢ in the pulse position it may be should be less than 1/4 of the least significant bit giving
shown that this will cause an amplitude error which is equal to

A 1
i = WRF COS (wRFt)At. At < ———
a
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Fig. 7. Simulation results for effect of detector shot noise on SNR. The five-channel system uses eight-pole Butterworth LPFs wit{84dB8Handwidth. (a)
Shot-noise-limited ENOB for different levels of average detected optical power per channel. (b) Linear scale normalized SNR for 1-mW aveedgeptietdct
power per channel. The simulation assumes no jitter.
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Fig. 8. Reconstructed time-domain 2-GHz signal in presence of 1-ps jitter. The five-channel system uses eight-pole Butterworth LPFs witB-dB5Hz
bandwidth. The simulation assumes no shot noise.

Itis apparent that our system is complex and this simple anldw-pass noise—filter bandwidth is chosen to be 4 GHz so that
ysis does not consider the effect of LPFs and other componettis time variation in the noise signals match the pulse repetition
in the system. A convenient way to analyze the noise is via ntate. The amplitude is chosen such that it will result in the de-
merical simulations. A numerical noise simulation has been peaired root-mean square (rms) jitter value. Fig. 6(a) shows the ef-
formed for this system using Matlab software. The simulatioriective number of bits (ENOB) for different input optical signal
are essentially the numerical implementation of the formulgiter. The ENOB is related to SNR via [9]

:n _Sect|0n [ with addmon_of appr_opnatg noise terms. _S|mu- SNR (dB)= (6.02 x ENOB) + 1.76.

ations are performed for different input signal frequencies and
the resulting SNR at the output is calculated by subtracting theFig. 6(b) shows normalized SNR plotted on a linear scale
resultant sampled signals from the actual input signals. For the a function of frequency for the 100-fs jitter case shown in
simulations we considered optical pulses of 28-ps width (thr&&g. 6(a). As is clear from Fig. 6, increasing the RF input fre-
locked modes) used in a five-channel system. The relatively loggency causes a decrease in the ENOB. There are also some
optical pulsewidth is advantageous as it reduces pulse-to-pyteaks in the ENOB curve versus frequency in Fig. 6 which cor-
amplitude noise. Shorter optical pulses will have higher numbespond to the system transfer function peaks. The results show
of modes locked together. For a given average optical powbat the frequency dependence of ENOB is proportional to the
this results in more noise in each mode. In addition, as is welstem transfer function divided by the frequency. Also from
known [10], locking increasing numbers of optical modes béhese simulations it is apparent that to obtain more than 6-b res-
comes increasingly difficult and results in more amplitude araution at frequencies of 15 GHz and higher we would need an
jitter noise. optical input jitter in which is less than 100 fs. Such a small

The LPF used in simulations is an eight-pole Butterwortbalue of jitter may be achieved using a recently introduced mul-
filter with a —3-dB bandwidth of 4 GHz that gives the transfetiwavelength mode-locked semiconductor laser [4], [5].
function shown in Fig. 4(b). The effect of jitter on the input The effect of detector shot noise on system performance with
pulses and also the effect of detector shot noise have been simujitter is shown in Fig. 7 for different detected optical power.
lated. To simulate the presence of jitter, filtered Gaussian whitée shot noise is added to the signal at the detector output and
noise is added to the temporal position of each input pulse. Tisecalculated based on the average optical signal power in each
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Fig. 9. The effect of single-channel LPF frequency mismatch on the frequency dependence of the ENOB. The five-channel system uses eight-pite Butterw
LPF’s with 4-GHz—3-dB bandwidth. The simulation assumes no jitter and no shot noise.

channel. As expected, the frequency dependence of the ENB®Breducing jitter, increasing average received optical power,
is proportional to the system transfer function. To obtain 64nd tightly matching LPF frequency response. In this initial

resolution at frequencies of 15 GHz or higher, greater thanamrk, the noise terms are independent and additive. Our work
few milliwatts of average detected optical power per channeliisay be considered a basic starting point for creation of fu-
required. This power is the detected optical power at the phowre, more sophisticated, design tools for hybrid optoelectronic
todiode. The source optical power will be higher due to optic’® DM ADC systems. We believe that a natural extension is to
losses in the system. include the effects of nonlinear response.

Results of simulation show that shot noise is dominant at low
frequencies and jitter noise is dominant at high frequencies. The
jlttgr and s_hot_n0|se sources a.re independent in the system anﬁ] H. F. Taylor, “An optical analog-to-digital converter-design and anal-
their contribution may be considered separately. ysis,” IEEE J. Quantum Electronvol. QE-14, pp. 210-216, Apr. 1979.

Fig. 8 shows the noise associated with a reconstructed 2-GH#2 A. Bhushan, F. Coppinger, and B. Jalali, “Time-stretched analogue-to-
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