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Abstract—This paper describes how device simulation may be The number of harmonics is limited td, where higher order
used for the modeling, analysis, and design of radio-frequency (RF) frequency components are assumed to be insignificant. Upon
laterally diffused metal-oxide—semiconducotr (LDMOQOS) transis- computing the value for the Fourier coefficients, the time-do-
tors. Improvements to device analysis needed to meet the require- L . .
ments of RF devices are discussed. Key modeling regions of theMain signal c;an be assembleq from the Eourler expangon.
LDMOS device are explored and important physical effects are ~ HB analysis offers computational benefits over transient anal-
characterized. The LDMOS model is compared to dc and small- ysis in certain circumstances. It captures the steady-state per-
signal ac measurements for calibration purposes. Using the cali- formance of a device in the presence of potentially longer time
brated model, large-signal accuracy is verified using harmonic dis- constant phenomena and avoids an excessive number of time

tortion simulation, and intermodulation analysis. Predictive anal- t . it vsis. C v, the disadvant fHB
ysis and a study of the structure’s parasitic components are also Steps in multitone analysis. Lonversely, the disadvantage o

presented. Load—pull simulation is used to analyze matching net- analysis is that the matrix of equations increases proportionally
work effects to determine the best choices for device impedanceto 2H + 1. Given that the device simulation itself requires the

matching. solution of large matrices, special algorithms and numerics have

been optimized for solving the semiconductor equations using

|. INTRODUCTION HB techniques [9]. As a result, the user must then make trade-

O VER THE past two decades, device simulators such ggs in the modeling of the device in order to minimize the size

PISCES (i.e., Medici, Atlas, etc.) have played an impoP— gjesﬁ matnces.and, In turn, redst:sectgess_lmullat|0nht|m§a. .
tant role in understanding device design, physics, and perfor- nother recentimprovement to involves the addition

mance [1]-[3]. Specifically, the evolution of PISCES has reo-_f Circuit bound_ary co_nditions_ [27.]' Tools currently exist for the
sulted in new models for physics in order to accurately mod%llmultaneous simulation of circuits and devices [5], [10]. How-
the intrinsic device (e.g., [4]), more advance boundary Concﬁier, these tools are targeted for unit cell development rather

tions to represent the matching networks around the device (et an discrete component analysis. Therefore, the improved

[5]), and improved numerics to achieve faster simulations wilpundary conditions target the simulation of a discrete device

mo;e complex structures (€.g., [6]) where parasitics are important for performance evaluation.
Recent changes to PISCES’incIude additions to allow for tﬁ:@upling the boundary con_ditiorjs With. HB. simul_ation Iead_s_ to

simulation of RF devices [26]. A harmonic-balance (HB) SOlvﬁlpowerful tool for RF device simulation including parasitics

was developed to solve for the large-signal steady-state per 1], [12]. . . L
mance of a semiconductor device rather than using computage.n_erahzed linear .CII'CU.I'[S are reduced to a set of boundary
tionally more expensive transient analysis [7]-[9]. Instead &ondltlons for the device simulator as follows:

solving for the time samples of each variable, the HB approach

expands each device variable (i¥,,», andp) as a Fourier se- DC: Gao(Eao — Vao) — Lao(Yo, 1o, po) =0
ries and solves for the coefficient§,o, X2 , and X!, given Fundamental: Gy (Fay1 — V1) — a1 (Y1, ny, p1) =0
by Overtones: _Gdh‘/dh - Idh(\ljhv Ny, ph) =0. (2)

These equations relate the unknown voltage at each electrode

(Va;) to the unknown current flowing into the electrodg;].

Only one equation is added per electrode to the device matrix,

which has little impact on the solution time. Iterations are per-
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the lack of a generating term does not imply that there are no @
overtones in the external circuitry. 0.5¢5 o
HB analysis and circuit boundary conditions provide PISCES
with capabilities for RF device analysis. HB allows for the sim- 0 v
ulation of the large-signal steady-state performance of a given Ve \\ ’
device structure. External circuit boundary conditions include: 2 -0.5e5
1) the parasitic components; 2) matching networks; and 3) bi- 2
asing networks that are important to accurately characterize and E‘ 1085
understand RF behavior. Previous work has used device simu-
lation to characterize the dc and small-signal analysis and re-
quired a circuit model to do large-signal analysis [13]. This -1.5¢5
paper presents an example of modeling, analysis, and design

of an RF laterally diffused metal-oxide—semiconductor field-ef- -2.0e5 0
fect transistor (LDMOSFET) by utilizing an integrated device

simulation that supports large-signal steady-state analysis, as

well as dc and ac effects in a single simulation environment.
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Fig. 2. Comparison of the (a) longitudinal electric field in channel of an
LDMOS device versus (b) a standard MOS device. The vertical lines indicate
Il. LDMOS DEVICE PHYSICS AND MODELING the edges of the channel region and the horizontal line is the approximate

. _electric field (2< 10* V/cm) when electrons reach velocity saturation.
In order to accurately simulate and model the laterally dif-

fused metal—-oxide—semiconductor (LDMOS) device, it is im-
portant to understand its operating principles. A cross section@i¢ctric field to obtain velocity saturation. Electrons reach
the basic structure is given in Fig. 1. This device was first chara¢elocity saturation though the channel region for the graded
terized for RF applications in 1972 by Sigg [14]. The double-difhannel device, but not in the uniformly doped channel.
fused design at that time offered advantages because it allowetmprovements to the device include & Rinker to connect
for channel lengths of Lm, while the dominant technology atthe source and substrate together also eliminating extra surface
that time was at %xm. With many design advances since 1970ond wires. Thus, only the gate and drain have surface bond
this device offers significant improvements over an equivalewires. The elimination of bond wires on the source leads to im-
uniform channel MOSFET. For demonstration purposes, a Mproved RF performance in a power amplifier configuration be-
torola device built with 0.8 technology is studied [15], [16]. Theause of the reduced source inductance.
techniques presented have been applied to next-generation tech- metal field plate (i.e., Faraday shield) reduces the electric
nology development and optimization. fields at the edge of the gate, thereby increasing the breakdown
The laterally diffused graded channel enhances RF p&pltage, reducing hot carrier generation, and reduding;
formance, prevents punch through, and increases the deviowever, C,, increases. In a power amplifier application
transconductance. These improvements are a result of (@@mmon source), the input matching network can compensate
creasing the electric field in the channel region such that tfer the additionalCys, while RF performance is improved by
electrons reach velocity saturation. Fig. 2(a) and (b) showgetucing the Miller capacitanc€f,) between the input (gate)
PISCES plot of the longitudinal electric field in the channeind output (drain). The reduction in the cutoff frequency due
of a LDMOS device and a standard MOSFET. The devide the increased input capacitance is not as critical as long as
structures are the same, except in the channel region whi¢rie 5-10 times above the operating frequency of the power
device (a) has a graded channel and device (b) has unifcamplifier.
doping. The integrals of the net doping profiles along the Other important characteristics include an extended N-
interfaces are approximately equal. The devices are biadightly doped drain (N-LDD) to decrease the electric field at
in inversion just above threshold with 6 V on the drain. Ththe drain end of the channel and to optimi&Zg,(on), BV.s,
vertical lines indicate the edge of the channel and the minimwend Cy,. As a result, the device is capable of handling the
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To use RF device simulation requires modeling and calibra- £
tion of the intrinsic device and parasitic components. The cali- g 40
bration has the following three goals: 20
1) develop a model for the device that minimizes computa- 0
: ; ; I 10° 10" 10° 10° 10* 10°
tional time while maintaining accuracy; W, (um)
2) gain understanding of the device physics affecting the dev
performance; Fig. 5. Source resistance as a function of device width.

3) obtain better knowledge of the parasitic components and

their effect on performance. and the graded channel effects on eV characteristics

Fig. 3 shows the model used to represent the LDMOS devigg discussed.
and meets these modeling objectives. In order to reduce the source inductance, the device structure

Portions of the device have been eliminated from the physiggldesigned for a backside contact, which adds to the source re-
device structure and replaced with lumped-circuit componenfigtance. The impact and magnitude of this resistance depends
in simulation. As aresult, the simulation time decreases becaugsn the pitch spacing of the fingers in the device layout. The
the number of mesh nodes is reduced, resulting in a smaligfrent flows from the drain, through the channel, into the metal
system of equations. contacting the source (and Faraday Shield) and the sinker con-

The criterion for replacing a section of the device is basagct, through the sinker, and spreads into the substrate making
upon the impact of physics surrounding that region. The majig§ way to the backside contact.
regions suitable for replacement in the LDMOS device are theThe source resistance has components from the distributed
P+ sinker/backside contact and the surface contact structugntact resistance, sinker resistance, and substrate resistance.
The P+ sinker is replaced by an electrode along the sourg@e contact resistance is insignificant compared to the other
edge of the device to act as a low-resistance path connectingdbghponents for this device structure and, thus, will not be con-
source and substrate. Rather than simulating the full substratejifered. In other structures, this resistance could potentially play
the backside contact{230 mm), a resistance is placed on thian important role and, therefore, it would need to be character-
contact to represent the current path to the backside. ized. A PISCES simulation of the sinker structure leads to the

In addition to the backside contacts, the surface contacts gigrent flow lines shown in Fig. 4. The figure contains a cross
replaced with circuit components. Fig. 3 shows two contribgection of two adjacent devices due to the fingered layout of the
tions, one from the actual device electrode vi&§ @nd the structure. The devices themselves are not included in the sim-
other from the surface pad#’). The electrode structure con-ylation since they do not directly affect the results. Instead, the
tributes capacitances while the pad structure contains a capasurce doping is extended all the way across both devices. The
itor and resistor in series. The resistance under the pad addgggeading of the current is limited and, thus, there is a signifi-
the impedance of the circuit branch and becomes importantcaht effect on the actual resistance.
higher frequencies. Fig. 5 shows the resistance of one entire sinker as a function

of the width of the device. The points represent simulation data
Ill. ANALYSIS OF LDMOS STRUCTURE and the line is a plot of

In this section, the model for the LDMOS structure is 1 Do Dap  Dop ) 1
characterized and the results are compared to measured data. B{(Wdev) = - 3
. . . . L Wsnk Wmax Wdev a
The key modeling regions addressed in this paper are the
source resistance, intrinsic device regions (i.e., channel), amdereL., is the length of the sinker along the surfaBé,,y is
surrounding parasitic components. In addition, self-heatinige width of the sinker along the surfade.,,, is the depth of the
effects are characterized in relation feV' characteristics sinker (contacts the substrate through the P-epi layeg), is

snk



994 IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 48, NO. 6, JUNE 2000

Gate 70 p——
Dran | e mmm—————"

Experimental ——
Simulation ==
Rsource —_
S R
Source ' I I :é,
(5)
Variables
(1) Source Location
(2) Drain Location 20 25
(3) P- Channel Location
(4) P-Channel Diffusion
(5) Source Resistance
Fig. 6. DOE to determine optimum two-dimensional doping profile.
the thickness of the substrai#,,.. is the maximum spreading
of current in the substratél,.. is the width of one device (i.e., _
abscissa), and is the substrate conductances, which is con- !
sidered valid for the sinker. (If the conductance is significantly - 10:9 Exoctimental
different then the sinker, the substrate would have to be divided 1010 G -
by their respective individual conductance values.) 1ol
Measuring one sinker as an independent unit yields a 1072 t % 5 ) + 3
resistance of &). The simulation model predicts a slightly V.0
3

higher resistance of 8.2. When device confinement is in-
cluded in evaluation of the source resistance, one device sees ®)
a source resistance of 48. Thus, as the size of the devicegig. 7. Cor_nparison of simulated and measurkd’” characteristics for
are scaled, the source resistance must be reduced appropriaf¥fi>S device:
so as not to degrade performance due to an increase of this
parasitic component. Sensitivity analysis gives the design engineer understanding
The second key modeling region of interest is the graded the degree to which a parameter affects the device perfor-
channel. Only one-dimensional doping profiles are simulategance and is useful for optimizing the next generation of the
and calibrated with the measured data; however, the profileghnology.
must be expanded into two dimensions in order to generatein this paper, RF power devices are optimized to transmit
the channel region of the device. The methodology chosen farge signals where signal spikes can generate significant
this calibration is based upon design of experiments (DORgatingt As a result, the device can exhibit a negative dif-
[17]. Key PISCES parameters describing the two-dimensiorfekential resistance, as is apparent in the measured drain
spreading of doping profiles are varied based upon manufataracteristics shown in Fig. 7(a). The application for which
turing tolerances (Fig. 6) [18]. The parameters to be varighis device is targeted does not require its operation in the
are: 1) the inner edge of the source and drain relative to thegjion of high currents; thus, the exclusion of self-heating
gate poly [(1) and (2) in Fig. 6]; 2) the edge of the P-channeffects should not affect the results at low power levels and the
implant relative to the edge of the gate [(3) in Fig. 6]; 3) therror is less than 10% at high power levels.
curvature of the P-channel region under the gate [(4) in Fig. 6];Having calibrated and characterized the dc response,
and 4) the source resistance [(5) in Fig. 6]. The fitting of themall-signal analysis can provide a detailed understanding
source resistance allows for a comparison with that from tlo¢ device operation. The standar@d-V characteristics are
model for the source resistance. simulated under the same conditions as use in measurements.
A factorial experiment with the five variables limited by theA dc value is swept while ac perturbations are applied to one
processing characteristics was run and a statistical model wastact. The ac current is obtained and the capacitance is
developed. Three independent statistical dependences relatetmputed from the imaginary part of the simulated admittance
threshold voltage, transconductance, and subthreshold sl¢p@arameters).
(i.e., all three being responses) to the process variables. SimFigs. 8 and 9(a) show the standaté-V plots for Cg,
ulated parameters are determined (i.e., measured “virtually”),,, andC,, measured at 1 MHz; the plots show small-signal
using the same methods as in the laboratory experiments. Upon
generating a statistical model for each of the responses, they aflgu_ture application_of _this mo_deling techniqug_requires two_important ad(_ji-
. . tions in the model. With increasing power densities, self-heating becomes im-
used to determine the optimum set of parameters. The resy

e ] i . ant and, thus, the model will require that the lattice thermal diffusion equa-
of that optimization are shown in Fig. 7 where simulated anin be solved simultaneously with the semiconductor equations [19]. In addi-

measured—V characteristics are presented. tion, breakdown will limit the high-power operation, thus requiring the mod-

.. . . S eling of impact ionization for devices operated in that region [20], [21]. Both of
In addition to calibrating the intrinsic LDMOS model, ihese effects are computationally complex [1] and require improvements in HB

the statistical models may be used to do sensitivity analysislution techniques [9].
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C_h_araCte”St'CS with and without para}S|t|cs. Since specnjc parlé}é. 9. Measured and simulated values@gr andC,, to allow for analysis
sitic components affect each curve independently, their valuggraded channel region.
are adjusted from their initially computed values. For example,

the pad impedance can be computed from a one-dimensiog typical conditions for its targeted application. The measured
PISCES simulation of the structure. S-parameters match the simulatédparameters up to about

In addition, theC—V" measurements can provide detailed ing GHz, which encompasses up to the seventh-order harmonic
formation about the channel region. Fig. 9(a) and (b) showy the 850-MHz application. Figs. 10 and 11 show that the
two forms of measurements fdr,, (drain floating) andCy;  parasitic components contribute significantly to the impedances
(drain and source grounded), respectively. Starting with a nggoking into the device and lead to a degradation in the small-
ative Vi, in Region 1, the channel is in accumulation. With insjgnal gain of the structure. Hence, layout optimization and re-

creasingVy, the drain side of the device enters depletion, th@ction of parasitic components is a key design factor in devel-
source side is in accumulation, and the center of the channepjsing next-generation technology.

at flat-band for tens of millivolts (Region 2). As the gate voltage
continues to increase, the depletion layer reduces the capaci- |y EyaLUATION OF DEVICE RF FERFORMANCE
tance until around’,s = 0 V (Region 3). At this point, the ) ) ) o )
drain side of the device enters inversion (Region 4). When mea-1"€ Previous sections described how the intrinsic device
suringCl, there is no current path through the drain-side invepiMmulation and parasitic analysis can be used to better under-
sion layer and the capacitances stays low. When meastijing stand performance tradeoffs. In this section, the model is used
there is a drain inversion bypass capacitance in parallel with §fe€valuate RF performance for the measurement setup shown
source-side depletion capacitance. Since the inversion capdtfig: 12. The RF performance gauges include the transducer
tance is large and the inversion layer moves across the charffi! 1), power-added efficiency (PAE), and intermodulation
from drain to source side, the net capacitance measuremengisiortion (IMD). o _ _
creases with voltage as the inversion layer moves across thECT Single-tone harmonic-distortion analysis, a large-signal
channel. When the source side of the channel invétsimme- sinusoid is applied at the input to the power devieg, X and
diately switches to the inversion capacitance, whe€@ashad the steady-state Iarge—5|gnal response is computed numerically.
slowly approached that value. Pieraetal. have used this prop- 1€ fransducer gain and PAE characterize the performance of
erty of the graded channel device in order to estimate dopiHif device. The gain is given by
profile based upon the incremental threshold voltage [22]. Pload

S-parameters provide an evaluation of the high-frequency ac- G =10 log <P_> (4)
curacy of the model. Due to the difficulty in measuring the full s
multicell device, a single cell of the structure is measured amchich takes the ratio of the output power delivered to the load
compared to a single-cell model. The device is biased underd the power available from the sourdd.(). The PAE gives
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Fig. 10. LDMOS impedances looking into the device: (a) with and (b) without
parasitic components.
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Fig. 13 compares the simulated gain and efficiency with
experimental data for an input frequency of 850 MHz using

matching networks optimized for the device application (ref@fy 15 configuration of a power amplifier. The biasing networks set the load

LDMOS gain: (a) with and (b) without parasitic components.

Drain
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Network

al

Device Parasitics

Output
Matching
Network
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Tioad

to Section V). The gain and efficiency are plotted versus thiges and the matching networks provide for transfer of RF power.

output power P..q) Since the power amplifier has to meet a
minimum output power specification for the cell phone industry
standard. The gain at low power is equivalent to the small-signz
gain. At an input power of- 30 dBm, the simulated response of
15.1 dB agrees well with the measured small-signal respons
of 15.4 dB. The gain rolls off at higher power levels because%
the device operates i), compression and the output power is 2
limited by the saturation current. The efficiency is low for small
P,,q because the device drains more power due to Class-.
operation. Efficiency increases until just after the gain starts ti
roll off. At this point, P,,, approaches,.q, resulting in very
little power added to the input signal.

Although the curves differ depending on the specific

region of operation, the two results show an overall goddg. 13. Simulated and measured RF responses for gain and efficiency of a
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agreement consistent with several factors that can affect figer amplifier.

results. The strongest influencing factor is that of the matching

networks. The matching networks used in the simulatiqi®ection V discusses simulated load—pull analysis.) In spite of a
are those determined experimentally by a load—pull systegood match for thé—V andC-V characteristics, this matching
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6 |
S5 cies. This leads to the generation of a harmonic in the baseband,
<4l which cannot be filtered. The amount of IMD is characterized
>‘E 51 by computing the ratio of power in the generated harmonics ref-
- erenced to the fundamentals.

20 X Using an eighth-order simulation, the IMD for the third- and

1 TI VT] TTW Lo ] fifth-order harmonics are computed for simulation frequencies

N T T T P e of fi = 851 MHz and f> = 849 MHz. The simulated results

Frequency are compared to experimental data in Fig. 15, showing good
() qualitative and quantitative agreement.

Fig. 14. (a) Time-domain signal and (b) frequency spectrum of the drain
voltage in a harmonic-distortion large-signal sinusoidal simulation. The larger
magnitude of the signal indicates increasing power along the gain curve. V. PREDICTIVE ANALYSIS AND OPTIMIZATION

Having verified the RF performance of the physical model, it
network is optimized for the manufactured device used in thenow possible to use simulation to evaluate performance in de-
measurement with all of its inherent process variations and rggin variations and process control. Since parasitic components
the specific device in the modelin addition to the matching are important in the device performance, this section examines
network, the gain rolloff is associated with the edge of the linegiose components through process variations and the matching
and saturation region as the device enggrsompression (i.e., networks required for optimum power transfer.
high drain current and high gate voltage). Under this condition, Knowing which parasitics have the largest impact on the per-
the device exhibits self-heating, thus causing degradationfimance can lead to judicious selection of the parasitics for
performance. As stated previously, the simulator neglects theg@sequent design optimization. A DOE is used to analyze the
self-heating effects and, thus, overpredicts the performancejfipact of three components at their high and low values as ob-
about 10%. served in manufacturing?, is selected because it is determined

Using the results of the HB device simulation, it is possiblgy the silicide processing step and, hence, can be adjuSged.
to examine the signals in the time domain as well as their ass@related to the Faraday shield of the device and the valiig of
ciated spectra. Fig. 14 shows the drain voltage in both the timg@urce inductance) is difficult to model physically due to back-
and the frequency domains for increasing power. At low-voltaggde contact effects.
levels, the device operates in Class A. As the power level in-The effects of the parasitic components on gain and efficiency
creases, the voltage cannot swing below threshold and, thig shown graphically in Fig. 16. The general effects of the para-
enters Class-AB operation. As the power level continues to igitic components on the amplifier performance are apparent, but
crease, the drain voltages is limited by, compression and, the important observations come from the degree to which these
thus, the upper swing becomes limited. The spectrum exhibifgrasitics affect the performance. In the gain curves, igth
this effect as higher order frequency components become mgfR{ 1, have a similar impact within the limits chosen for these
apparent. parameters. When both parameters are at the high level, the gain
IMD provides a way to characterize linearity of the devices the lowest, and likewise when both are at their low levels, the
when two closely spaced tones are applied in the frequency ggin reaches its highest value. When one increases and the other
main. Harmonics are not only created at multiples of the fregrcreases, very little improvement is obsen@g, has only a
quencies, butalso atinteger sums and differences of the frequgiihor impact on the gain and “modulates” the curve about the
solution established hit,, andL,. The efficiency curves clearly

2In actual power amplifier circuits, it is often necessary to provide a variablehow that the strongest effect can be attributed to the gate re-
resistor or capacitor on the circuit board to provide for tuning of the matchi

n
networks and other resonant circuits in order to meet the manufacturing spéﬁtancecgs has the next strongest effect afigl has the least

fications. impact on performance.
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Fig. 16. Simulated effects of parasitic components on the gain and efficiency : : . e El
of the LDMOS device. The+ and — indicate whether the variable is at its : = "
manufacturing high or low value. : . o

In addition to the parasitics components considered above,
an RF device engineer can also modify the intrinsic device )
structure to address improvements as technology evolves. %’gﬁlm‘fd
Sato-lwanga shows that by using a similar modeling approach

the intermodulation components of a MESFET can be studied - 5
[23]. Jang shows the importance of mixed circuit and device . o 50
simulation for RF performance analysis of bipolar junction ; \ S

transistors (BJT's) [24].

Gain, efficiency, and linearity are affected by the matching
networks in the circuit. An application for this device requires
that gain meets a minimum specification and efficiency is max-
imized for the application. Input and output matching networks
have limited interactions with each other and are, thus, tuned
independently. The input matching network is tuned to mini-
mize reflections back to the signal source using a best guess
for the output matching network. To determine the best outpg,iﬂ- 17. _Comparison of experimgntal and simulatgd Ioad—pgll analysis. The

. . .. . arken point represents the matching network used in the earlier RF response.
matching network, the reflection coefficient looking toward the
load (C1eaa in Fig. 12) is varied by sweeping the load across
a range of values where the best response is expected (i.@heashape of the contours demonstrate that the simulated results
load—pull) [25]. For each matching network, the gain and eff{(fig. 17) agree with the experimental data.
ciency are measured for a constant input power of 20 dBm andThere are some important criteria for load—pull simulations.
plotted over the range of the network’s reflection coefficientsLoad—pull equipment is designed to optimize the impedance for

Fig. 17 shows experimental contour plots for gain and effa specific reflection coefficient given that it can be realized by
ciency on a Smith chart that is used to represent the differatifferent combinations of physical components. In simulation,
reflection coefficients. (Note that the impedances on the Smithe matching network is specified with physical components
chart are normalized to 1Q rather than the standard $Dto based upon the layout of the fixture for the application in which
obtain greater visibility.) The white point on the graph indicatethe device is utilized. If the physical components are chosen
the matching network used to generate the earlier plots of gaioorly, reflections back into the device or filtering may affect
and efficiency. The selection criteria for this point depends updine performance of the device through higher order harmonics.
the application for the device. The alignment of the maxima amtence, care has been taken so that the choice of components
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maximizes the performance of the device for a given reflection12]
coefficient of the output matching network.

VI. CONCLUSIONS [13]

This paper discussed the modeling, analysis, and design of
LDMOS transistors using advance device simulation. Improve-l4]
ments to the PISCES tool allow for large-signal steady-stat&
analysis (HB) and the inclusion of parasitic components in those
simulations. The LDMOS structure is modeled and calibrated!®]
based of—V andC-V data. This analysis also leads to a more
detailed understanding of the underlying device performancgé]
and physics. With the calibrated model, RF performance curves
for large-signal gain, efficiency, and linearity of the LDMOS |17
model are verified. This paper presents a number of simple de-
sign examples, yet the methodology employed can be easily ekl
panded to more critical design analysis and ultimately suppoftg
shorter design cycles.
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