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Abstract—A simulation at microscopic level of the intrinsic
microwave noise temperature associated to GaAs and InP semi-
conductors under far from equilibrium conditions has been
performed. The dependence of the noise temperature on the
electric field, doping level, and physical temperature has been
investigated, and the results show the existence of threshold
fields above which electron heating and partition noise due to
intervalley scattering can make the cooling inefficient in terms of
noise improvements. A comparison with available experimental
data has also been made to verify the accuracy of the models used
in the simulation.

Index Terms—Microwave noise, Monte Carlo.

I. INTRODUCTION

SEMIEMPIRICAL modeling of the noise temperature based
on circuital techniques has demonstrated to be the best way

to simulate the noise performance of different microwave de-
vices, such as Schottky diodes [1]–[4] and low-noise transis-
tors [5]–[7]. Monte Carlo techniques have also been applied to
calculate the noise temperature in these devices at microscopic
level [8]–[11], but strong requirements of computing power and
memory storage are demanded by these calculations. There-
fore, the integration of the Monte Carlo method in circuital
computer-aided design (CAD) tools is still impractical. In ad-
dition, strong assumptions need to be made when setting the
boundary conditions and degeneracy effects, and these assump-
tions usually limit the simulation at a microscopic level to a
qualitative description of the device performance. Despite these
limitations, recent work has shown that it is possible to pre-
dict noise measurements of real-world ungated transistors with
Monte Carlo simulations [12]. Furthermore, the fast develop-
ments in microprocessor technology have made possible the
simulation of noise at the microscopic level with affordable
computers [13].

The most important feature of Monte Carlo techniques is that
they enable us to investigate the physical origins of the noise
sources in a semiconductor device. In addition, with a Monte
Carlo simulation, it is possible to differentiate between noise
and electron temperatures. These two temperatures may have
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quite different values [14], although it is a common practice to
make them equal in the simulation of noise at the circuital level.

The subject of this paper is to investigate how the high-fre-
quency noise temperature varies in GaAs and InP as a function
of the physical temperature and under far from equilibrium con-
ditions. This paper illustrates how the dynamics of the carriers
in the material may play a major role in the calculation of the
noise temperature. We have made extensive calculations of this
temperature under different conditions of doping concentration,
physical temperature, and applied field by using a Monte Carlo
simulator that enables us to follow the fluctuations of charge
carriers in the time domain. From these simulations, it has been
possible to investigate under which conditions the cooling of the
material may lead to an efficient reduction of the noise temper-
ature.

We believe that this paper may be helpful for the investiga-
tion of an accurate physical model of noise in cooled Schottky
diodes for mixing applications, where GaAs plays a major role,
and also for low-noise transistors based on InP technology. In
addition, an accurate modeling of the noise mechanisms in bulk
semiconductors is essential to establish microwave noise mea-
surements as a valuable tool for the qualification of semicon-
ductor fabrication technologies.

Section II is devoted to the techniques used in our calcula-
tions. In this section, we describe how the noise temperature
may be calculated in a simulation at microscopic level, as well as
different hints to achieve a fairly high degree of efficiency. The
calculations presented in this paper were performed with a per-
sonal computer in reasonable computing times. In Section III,
we describe the results of our simulations and discuss the phys-
ical origins of the complex dependence presented by the mi-
crowave noise temperature in the hot electron regime. Different
examples are presented in which the calculations are made from
10 to 300 K, and the doping concentration is swept from 10
cm to 10 cm . Finally, Section IV is devoted to the com-
parison between the results of the simulations and available ex-
perimental data.

II. M ONTE CARLO SIMULATION OF NOISE

The intrinsic noise temperature can be calculated at
microscopic level in a homogeneous semiconductor from the
spectral density of current fluctuations and the differen-
tial admittance [15] as

(1)
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where is the Boltzmann constant. In the simulation of noise in
homogeneous semiconductors at high frequencies, the fluctua-
tions of velocity play the major role in the noise performance
since the scattering mechanisms able to produce fluctuations in
the number of carriers are usually slow and relax at microwave
frequencies and beyond. This is the case for the generation re-
combination processes and also for the most important trapping
centers due to crystalline defects and undesired impurities. If
the fluctuation of the number of carriers is neglected, (1) leads
directly to

(2)

where is the spectral density of velocity fluctuations and
is the differential mobility.

The Monte Carlo scheme for the noise simulation is essen-
tially divided into the calculation of the following parameters.

1) The instantaneous carrier velocities and energies at reg-
ular time intervals.This part is developed as in any con-
ventional Monte Carlo simulator of carrier transport in
semiconductors [16].

2) The mean velocity and mean energy, both obtained by
averaging the instantaneous values.The mean energy
directly gives the mean electron temperature via the
equipartition law (see below). In addition, by calculating
the mean velocities at different applied fields, the differ-
ential mobility for (2) can be obtained numerically.

3) The instantaneous velocity fluctuations at the time inter-
vals used in 1).This is obtained by simply calculating the
modulus of the difference between the mean and instan-
taneous velocity for each time interval.

4) The spectral density of velocity fluctuations.This calcula-
tion is usually performed by means of the Wiener–Khint-
chine theorem.

In a Monte Carlo simulation of noise, it is necessary to
achieve a good compromise between accuracy and efficiency
since one needs to reach the convergence not only in the
velocity, but also in its fluctuations. In the estimation of the
instantaneous velocities and energies, it is possible to achieve
dramatic improvements of the efficiency if the time between
consecutive collisions is obtained with the algorithm of San
Giorgi et al. [17]. In our simulator, the discretization of the
total scattering rate has been made with a step function of six
intervals. The width of each interval has been optimized with
a scheme based on the algorithm of Powell [18], which is the
goal for this optimization to minimize the difference between
the step function and total scattering rate. With this simple
procedure, it is possible to reduce the self scattering events
below 30% of the total collisions, thus obtaining a noticeable
improvement of the efficiency without any degradation of the
accuracy [19].

The physical models used in the simulator are well known,
and have been taken from [16] for the simulations at 300 K.
However, in order to avoid inaccuracies in the calculations at
low temperatures, it is necessary to take into account the de-
pendence of the GAP energy (energy difference between con-
duction and valence band), effective mass, dielectric permit-

tivity, and phonon energies with temperature. This dependence
has been considered in our simulation by using the analytical
models suggested in [20] and [21]. Three types of valleys (main,

, and valleys) were considered in both GaAs and InP, and
nonparabolicity effects were also taken into account. Neutral
impurity scattering has been neglected since it is not an electro-
static mechanism and, therefore, deviates very weakly the tra-
jectories of the carriers. The results of our simulations will be
presented as a function of the ionized impurity concentration,
which can be considered equal to the free carrier concentration
for the doping ranges investigated in this paper.

The electron temperature is obtained by assuming the
validity of the equipartition principle

(3)

where is the mean energy. This energy is calculated by prome-
diating the energies in all the valleys of the conduction band with
weighting factors equal to the total times spent by the carriers in
each valley. The equipartition principle can be considered accu-
rate up to electron concentrations of around 410 cm . At
higher doping levels, degeneracy effects such as those imposed
by the Pauli Exclusion Principle and also the electron–electron
scattering must be taken into account [22], [23].

Although the well-known Wiener–Khintchine theorem can
be used in the calculation of the noise spectrum, we have
performed most of the spectral estimations presented in this
paper with a novel procedure based on the maximum en-
tropy method (MEM). This procedure enables us to estimate
the spectrum with a fairly high degree of efficiency, espe-
cially when the carrier population at the satellite valleys is
negligible. Under these conditions, the resulting spectrum is
nearly Lorentzian [13] and the autoregressive transfer func-
tion obtained from the prediction coefficients of MEM pro-
vides us the spectrum with less than 150 poles and a fairly
high degree of accuracy. In addition, the analytical approach
provided by MEM is convenient in Monte Carlo simulations
of noise since it provides a spectrum nearly free of statis-
tical fluctuations. Nevertheless, it has been found that the
Wiener–Khintchine theorem is more efficient for the calcu-
lation of non-Lorentzian spectra, such as those obtained in
GaAs at very high fields. The autocorrelation function was
estimated in this case with a double fast Fourier transform.
The computing times needed to achieve the convergence of
the spectra can further be minimized with windowing tech-
niques. A Hann-type window effectively reduces the statis-
tical noise of the spectra, but it is necessary to apply it
to the tail of the autocorrelation function instead of to the
full function, otherwise strong inaccuracies in the spectral
estimations at the lowest frequencies are obtained. The total
simulation time spent in the calculations of the noise tem-
perature was 10 h per curve with a first-generation 200-MHz
personal computer.

III. RESULTS OF THESIMULATION

We have performed different simulations of the noise tem-
perature at microwave frequencies in-type samples of GaAs
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Fig. 1. Calculated noise temperature as a function of the electric field. Squares:
300 K. Circles: 77 K. Triangles: 10 K.

and InP with levels of ionized impurities, which are typical of
a number of microwave devices, from 10to 10 cm . The
noise temperature is depicted in Fig. 1, where it can be seen that
it is possible to reach threshold electric fields above which the
cooling of both GaAs and InP makes the material noticeably
noisier. This increase of the noise temperature is particularly re-
markable at the lowest doping levels. The cooling of GaAs from
300 to 10 K at 3 kV/cm can make the noise temperature to in-
crease as much as an order of magnitude. Similar results may
be observed in InP excited with electric fields around 7 kV/cm.
Only under near-equilibrium conditions it is possible to effec-
tively reduce the noise temperature by cooling the material. This
fact becomes critical when the physical temperature is lowered
from 77 to 10 K since the noise temperature in these two cases
is nearly the same from 0.4 kV/cm to the threshold fields above
which the partition noise generated by the transfers to satellite
valleys becomes important.

The performance of the noise temperature at 300 K is
qualitatively different from that at low temperatures. In fact, a
sophisticated dependence of this temperature on the physical
temperature, electric field, and doping level is obtained in both
InP and GaAs. At 300 K, the carriers have enough energy
to emit phonons even under equilibrium conditions, and also
the phonon population in the material is high enough to
make phonon absorption probable. Under these conditions,
the phonons operate as an efficient thermal regulator for the
carriers, and this results into a smooth noise temperature
increase as a function of the field. However, at 77 and 10 K,
the carriers need to be heated by an external field in order
to reach energies that enable them to emit phonons with a
nonnegligible probability. If the doping level is low, there are
nearly no scattering mechanisms at these temperatures and the
carriers suffer a strong heating, even at very low fields. This
heating noticeably increases the noise temperature under these

Fig. 2. Electron temperature calculated from the equipartition law and the
mean energy. Squares: 300 K. Circles: 77 K. Triangles: 10 K.

conditions, but a saturation is obtained when phonon emission
becomes probable. If the doping level is moderate or high,
impurity scattering can reduce the electron heating. However,
this scattering mechanism is effective only at very weak fields
and, therefore, it can only make the electron heating to appear at
slightly higher fields in doped materials. As a result, an abrupt
increase of the noise temperature due to electron heating will
always appear at low temperatures, no matter which material
or which doping concentration we choose.

The phonon emission is not able to keep the noise temperature
in saturation at very high fields since the transitions between the
main and satellite valleys become important and generate strong
partition noise. The high energy difference between the main
and satellite valleys in InP makes the noise temperature satura-
tion to appear in this material at fields as high as 5 kV/cm. In
fact, a negligible population of InP satellite valleys was regis-
tered at all the applied fields and ionized impurity concentra-
tions investigated in this paper.

Fig. 2 shows the electron temperature, which converges faster
than the noise temperature due to the fact that the first one is free
from the statistical fluctuations of the noise spectra. In addition,
it is not necessary to obtain the differential mobility to calculate
the electron temperature. The calculation of this mobility needs
a strong amount of computing time, especially under near-equi-
librium conditions. It can be seen from Fig. 2 that when GaAs is
cooled and a high field is applied, the electron temperature no-
ticeably differs from that of the noise temperature. Under these
conditions, the intervalley scattering makes the noise tempera-
ture to suffer a strong increase due to partition noise, whereas
the electron temperature suffers a saturation as a consequence
of the electron cooling. Therefore, strong inaccuracies may re-
sult when the electron temperature is used to model hot elec-
tron noise sources in GaAs-based devices. However, the electron
temperature remains close to the noise temperature in InP at all
the doping levels and temperatures investigated in this paper.
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Fig. 3. Comparison between theoretical and experimental hot electron
diffusion coefficient in GaAs with a doping concentration of 10cm at
77 K.

Fig. 4. Comparison between pulsed noise temperature measurements at
10 GHz and simulation. The doping concentration is 10cm .

IV. COMPARISON WITHAVAILABLE EXPERIMENTAL DATA

Despite the lack of available experimental results on both mo-
bility and microwave noise below 77 K, the direct relationship
between the diffusion coefficient and the noise spectrum enables
us to test the physical models used in the simulations. The dif-
fusion coefficient can be obtained from the spectral density of
velocity fluctuations at zero frequency [15]

(4)

Our calculations at 300 K give a diffusion coefficient of 230
cm /s for GaAs and 130 cm/s for InP. Both values are in ex-
cellent agreement with previous work [24]. Fig. 3 shows a com-
parison between the calculated diffusion coefficients in GaAs at
77 K and those measured by Bareikiset al.[25]. The agreement
is considered excellent at all the fields with the exception of the
last experimental point, which strongly deviates from the sim-
ulated curve. However, this measured point may be conciliated
with the theoretical curve if one takes into account that the auto-
correlation function of velocity fluctuations did not reach a neg-
ligible value in the sample measured at 77 K and 2.5 kV/cm. The
Monte Carlo calculations show that the autocorrelation function
needs around 10 ps to reach a negligible value, and the mean ve-
locity obtained for this field reveals that the carriers cross a total
length of 3 m in this time, which is comparable to the size of the

sample used by Bareikiset al. in their measurements—7.5m
[25]. Therefore, it is reasonable to assume that the measure-
ments under these conditions cannot directly be compared to the
simulation, in which full thermalization is implicitly assumed.
The assumption that the spectral density of velocity fluctuations
experiments an overshoot when the thermalization is not com-
plete is consistent with previous work [26], [27]. This overshoot
partially compensates the well-known velocity overshoot effects
and, under the conditions of this experiment, the measured noise
temperature may accurately be reproduced even at the largest
fields. This can be seen in Fig. 4, which shows the pulsed noise
temperature measured at 10 GHz with the same sample used to
obtain the experimental diffusion coefficient shown in Fig. 3.

V. CONCLUDING REMARKS

The cooling of GaAs and InP may lead to an efficient reduc-
tion of the microwave noise temperature only when the applied
electric fields are close to thermal equilibrium conditions. In
fact, it has been shown that it is possible to reach threshold fields
above which the cooling can degrade the noise performance
of the semiconductor, due to the enhancement of the electron
heating and intervalley scattering. In addition, the relevance of
this last mechanism at low temperatures can lead to strong inac-
curacies in the noise calculations of cryogenically cooled GaAs
devices if the electron temperature is utilized to model the noise
sources of the device. Therefore, the simulation of these devices
at circuital level needs the use of a hybrid approach in which
Monte Carlo schemes are used to calculate the noise sources.
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