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A New Unequal Three-Tone Signal Method for AM–AM
and AM–PM Distortion Measurements Suitable for

Characterization of Satellite Communication
Transmitters/Transponders

F. M. Ghannouchi, H. Wakana, and M. Tanaka

Abstract—A new method for characterization of AM–AM and AM–PM
distortion of power amplifiers (PA’s) using only power measurements is
proposed in this paper. This technique was found to be suitable for the
characterization of satellite communication transmitters/transponders. It
consists of using an unequal three-tone signal (UTTS) to drive either the
base-station PA’s transmitter or the satellite transponder’s PA and to mea-
sure the level of this UTTS at the output of the transmitter/transponder.
By comparison of the three tone levels at the input and output of the trans-
mitter/transponder, one can calculate the AM–AM compression factor and
AM–PM conversion coefficient of the transmitter/transponder PA using
close-form expressions.

Index Terms—Amplitude compression, nonlinear characteristics, phase
distortion, power amplifier, satellite transponder.

I. INTRODUCTION

Spectrum and power efficiencies are becoming the most important
aspects of any base-station transmitter or satellite transponder design
for satellite communications (satcom) applications [1]–[4]. In par-
ticular, to achieve spectrum efficiency, multilevel digital modulation
techniques such asn=� QPSK and 16 quadrature amplitude modu-
lation (QAM) or 256 QAM, as well as time-division multiple access
(TDMA)/code-division multiple-access (CDMA) techniques have
been introduced and used. These techniques give rise to fluctuating
envelope signals that are sensitive to any nonlinearities in the commu-
nication system. The power amplifiers (PA’s) either solid-state power
amplifiers (SSPA’s) or traveling-wave tube amplifiers (TWTA’s) of the
transmitter/transponder are the most contributors in generating these
nonlinearities. Therefore, the performances of theses PA’s in terms
of power consumption and linearity directly affect the transmission
capacity of the satellite system. In principle, it is relatively easy to
measure the power efficiency of a PA, however it is often, more
difficult to measure the complex nonlinear distortion of a PA. Such
characterization calls, in principle, for a use of amplitude and phase
measurement systems like automated network analyzers. These kinds
of instruments are not commonly available and require sophisticated
calibration procedures. In addition, for flight (off-ground) testing,
these phase measurements become quasi-nonfeasible to perform.
In this paper, we propose a new method to carry out AM–AM and
AM–PM distortion characterization of microwave communication cir-
cuits, subsystems, or systems using only power-detection techniques.
The proposed method uses an unequal three-tone signal (UTTS) to
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drive the nonlinear device-under-test (NDUT). This NDUT could
be a PA or even a frequency-translating device such as a satellite
transponder. The measurements of the tone levels of an UTTS at the
input and output of the NDUT allows the calculation of AM–AM
compression factor and the AM–PM conversion coefficient of the
NDUT for any operating carrier frequency and power level. The
formulation of the problem and the close-form analytical solution
is presented. To validate, the technique computer simulations were
carried out using HP-EEsof Series IV software suites. Simulation
results obtained on a 60-dB gain 100-W TWT amplifier are presented.
Its measured AM–AM and AM–PM distortion curves modeled the
nonlinear behavior of this TWTA.

II. FORMULATION OF THE PROBLEM

A memoryless nonlinear high PA excited by microwave signal
having a certain frequency bandwidth2�w centered around a carrier
frequencyw such that�w << w can be characterized by its envelope
AM–AM and AM–PM distortion curves [5]. The RF input to the PA
can be expressed by

vin(t) = A(t) cos wt+ �(t) : (1)

The corresponding output signalvout(t) can also be expressed by

vout(t) = G A(t) cos wt+ �(t) + 	 A(t) (2)

where G[A(t)] and 	[A(t)] are, respectively, the AM–AM and
AM–PM distortion curves of the PA. We assume in this formulation
that the PA has a flat complex gain over the2�w frequency bandwidth
centered on the carrier frequencyw, and the harmonic frequencies
generated by the PA are filtered out before reaching the output of the
PA.

In the case where the input signal is a superposition of a low-index
sinusoidal AM signal and a low-phase deviation sinusoidal PM signal,
(1) can be written as

vin(t) = A0 1 + � cos(�wt) cos wt+ � sin(�wt) + �o (3)

where� and� are, respectively, the amplitude index of the AM signal
and phase deviation of PM signal and,A0 and�0 are the average am-
plitude and phase values of the AM and PM signals.

For small variations of the amplifier phase shift with the power level,
it was demonstrated that the PA phase-shift variation is proportional
to the input power level alternatively proportional to the square of the
input signal envelope [5], therefore, one can write (2) as follows:

vout(t) = GA0 1 + � (1� c) cos(�wt)

� cos wt+ �0 +�� + � sin(�wt) + kp� cos(�wt)

(4)

whereG is the operating voltage gain of the PA

c = 1�
(�vout=vout)

(�vin=vin)
(5a)
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Fig. 1. Block diagram illustrating the UTTS method.

is the AM–AM compression factor of the PA and

kp =
��

�
(5b)

is the AM–PM conversion coefficient of the PA and�� is the peak
phase change due to AM–PM conversion.

It is worth noticing that when the amplifier is in far backoff, oper-
ating in its linear region,c = 0, and when the amplifier is completely
saturated, operating as perfect limiter,c = 1.

In recapitulation,G, c, andkp are the parameters that characterize
the PA andAo, �, and� are the parameters that characterize the input
signal.

In the frequency domain, the input signal can be seen as the super-
position of unequal three sinusoidal tones: the carrier and two unequal
sides band tones generated by AM and PM.

Fig. 1 shows a schematic diagram of the input signal spectrum, PA,
and output signal spectrum. It is important to notice that the relative
levels of the two output sidebands are different from the level of the
two input sidebands. This is basically due to the nonlinear behavior of
the PA, which introduces an extra AM due to AM–AM distortion and
an extra PM due to AM–PM conversion.

One can summarize by saying that we are attempting to solve the
problem that consists of calculatingG, c, andkp as functions of the
amplitudes of an UTTS at the input as well at the output of the PA.

III. A NALYTICAL SOLUTION

For a low-index AM signal, it is well known that the two sidebands
are in phase. However, for a low-phase deviation PM carrier, the closest
two sidebands to the carrier are out of phase. Therefore, one can write,
in the frequency domain, the following expression for a given low-
index AM signal:

vAMin (t) = (A0=2) cos(wt) + (�A0=2) cos (w+�w)t

+(�A0=2) cos (w��w)t (6)

and the following expression for a given low-phase deviation PM
signal:

vPMin (t) �= (A0=2) cos(wt) + (A0�=2) cos (w+�w)t

� (A0�=2) cos (w��w)t (7)

whereA0=2 is the amplitude of the carrier for both AM and PM signals
and� and� are, respectively, the index of the AM signal and the phase
deviation of the PM signal.

In (7), we assume that� � 0; which is practically equivalent to pro-
claim that the energy contained in higher order sidebands is negligible
in comparison with first-order sidebands of the PM signal.

Fig. 2. Diagram illustrating the vector addition of the sidebands of the UTTS
method.

The superposition of the two AM and PM signals gives

vin(t) �= vAMin (t) + vPMin (t)

=A0 cos(wt) + Ain

r cos (w+�w)t

+ Ain

l cos (w��w)t

=A0 cos(wt) + A0(�+ �)=2 cos (w+�w)t

+ A0(�� �)=2 cos (w��w)t : (8)

From (8), one can deduce that� and� can be obtained just by mea-
suring the levels of the right- and left-hand sidebands around the carrier
as follows:

� =
Ain

r + Ain

l

A0

and � =
Ain

r � Ain

l

A0

: (9)

We assume in the above equations that� � �
As has been mentioned before, the AM sidebands of the input signal

will be compressed by the PA due to AM–AM compression, and an
additional PM sidebands will be generated by the PA due to its AM–PM
conversion. These newly generated PM sidebands are 90� out of phase
relative to the others two sidebands [6]. The vector addition of these
sidebands, as shown in Fig. 2, leads to

Aout

r

2

=G2 (1� c)A0�+ A0�

2

2

+
GkpA0�

2

2

(10a)

Aout

l

2

=G2 (1� c)A0�� A0�

2

2

+
GkpA0�

2

2

(10b)

whereAout

r andAout

l are, respectively, the magnitudes of right- and
left-hand sidebands at the output of the PA.

Substituting (9) into (10a) and (10b), one can write

R2

1 = (c� x1)
2 + k2p (11a)

R2

2 = (c� x2)
2 + k2p (11b)

wherex1 = 2Ain

r =(A
in

r + Ain

l ), x2 = 2Ain

l =(A
in

r + Ain

l ), R1 =
(2Aout

r =G(Ain

r + Ain

l )), R2 = (2Aout

l =G(Ain

r + Ain

l )), andG =
Aout

0 =A0.
It is to be noticed that (11a) and (11b) are two circle equations in the

(c; kp) plane. The centers and radii of these two circles arex1 andx2
andR1 andR2, respectively. The common intersection of these two
circles, as shown in Fig. 3, givesc andkp values of the PA for a given
operating frequencyw and a given input carrier pour levelA0.

The analytical solution of the set of equations (11a) and (11b) leads
to the following close-form expressions forc andkp:

c =
R2

2 �R2

1 + (x2 + x1) (x1 � x2)

2 (x1 � x2)
(12a)
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Fig. 3. Graphical solution of the UTTS method.

and

kp = � R2

1
� (c� x1)

2
: (12b)

IV. DISCUSSION

We felt it valuable and of worth to readers of this paper to make
the following comments about the UTTS method and to draw some
conclusions about its validity and suitability for the characterization of
PA’s in satcom applications.

1) It is to be noted in (12b) that the positive as well as negative
values ofkp are both solutions in the mathematical sense, there-
fore, one has to know in advance the sign ofkp.

2) The UTTS technique can be used for the characterization of am-
plification systems as well as for frequency-translating devices
and systems such as a single-sideband (SSB) up converter, SSB
down converter, or even for a satellite transponder. The only
change in the testing conditions is that the AM and PM signals
at the input and output have two different carrier frequencies.

3) The technique described in [6] and designated as the UB2T
method in [2], which uses unbalanced two tones, is accounted
for in the UTTS method. The selection of testing conditions in
such a way that� = �, which is equivalent toAin

l = 0, implies
that the center of the second circlex2 is placed at the origin
of the (c; kp) plane, consequently, the UB2T method can be
considered as a particular case of UTTS method. In addition,
it is also expected that for a low-level input drive signal, the
accuracy of the UTTS method is better than the accuracy of the
UB2T method. Since, for a low-input signal level, the radius
R2 is very small in comparison toR1, a non-well-defined
intersection of the two circles will turn up, which leads to
nonaccuratec andkp solutions for the UB2T method.

4) Either the UB2T or UTTS assume that modulation frequency
bandwidth must be much smaller than (1), the time constant of
the PA biasing circuit, and (2), the time constant of any extra
gain or level control circuit that might be included in the PA to
be tested.

5) The UTTS method cannot be used if the carrier is only AM(� =
0) or only PM(� = 0). Either condition leads to a reduction of
the set of equations (10a) and (10b) to one equation with two
unknowns, which has an infinite number of solutions and cannot
yield to unambiguous solutions forc andkp.

6) The determination at each input power level of the AM–PM
(AM–AM) conversion coefficient (compression factor) by the
differentiation of the one-tone AM–PM� = f(Pin) (AM–AM,
Pout = g(Pin)) static measurement curve leads to reasonably
accurate results only if the PA is quasi-memoryless and does not
includes extra biasing or control circuits that have nonnegligible
time constants. Besides that, the static measurement characteri-
zation technique tends to underestimate the nonlinear behavior
of the PA in comparison to dynamic measurement characteriza-
tion techniques such as the UTTS method.

7) The UTTS technique cannot be used to determine the linear dis-
tortion (complex gain variation with frequency) of the PA as a
function of the frequency by just sweeping the carrier frequency
while keeping the sidebands at�w away from the carrier and
maintaining the UTTS signal at the same power levels. It obvious
from the analytical formulation any change in the operating gain
will affect both the carrier and sidebands in the same manner,
therefore, their relative amplitudes remain the same and thec

andkp calculated values will not change.
8) The UB2T signal used in [2] to measure the linear distortion

(variation of the gain with frequency) of the TWTA of COMETS
satellite’s transponder, which includes a driver and an automatic
level control (ALC) circuit to maintain a constant saturated
output power, deserves, in our opinion, further justifications and
explanations about its suitability to insure a reasonable level of
accuracy and confidence in the results obtained over a 120-MHz
bandwidth. One can argue that the sweeping of the frequency
of the sideband away from the fixed frequency carrier while (1)
keeping a high enough carrier power driving the amplifier that
secures that the TWTA is operated in the compression region
and even in the saturation region (2) and maintaining, during
the frequency sweep, the same power levels of the two tones at
the input of the PA, can be used to deduce the linear distortion
of the PA from the measurements of the sideband level variation
with frequency. This is correct and sound only if the PA is
quasi-memoryless and has no feedback loops and has biasing
circuits with a near-zero time constant. In our opinion, these
conditions are far way to be satisfied for the 100-dB gain and
200-W amplification system, as described in [1].

9) Based on what we have mentioned in 4) and 8), it is expected
that, by carrying out the TWTA linear distortion characteriza-
tion using an UTTS/UB2T signal while sweeping the sidebands
over a narrow modulation frequency bandwidth, the accuracy
and confidence on the results that would be obtained will be
much better. In our opinion, the measurement of the linear dis-
tortion over the 120-MHz bandwidth could be performed accu-
rately if the 120-MHz modulation bandwidth is divided, let us
say, in 120 1-MHz sub-modulation bands, where sidebands of
UTTS/UB2T signal can be swept successively 120 times, over
only 1-MHz sub-modulation band each time. Therefore, the car-
rier and sidebands have to be displaced, 120 times to cover the
original 120-MHz modulation bandwidth before sweeping the
sidebands over the 1-MHz sub-modulation bandwidths.

V. SIMULATION RESULTS

In order to validate the technique, the measured AM–AM and
AM–PM curves of a 60-dB gain and 100-W TWT amplifier, shown
in Fig. 4, were used to model the nonlinear behavior of this amplifier
[1]. From these curves, gain compression and phase-variation data
relative to small-signal gain and phase values were extracted and
entered in the HP-EEsof Series IV software to model the nonlinear
behavior of the TWTA. A three-sinusoidal-source test bench was used
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Fig. 4. AM–AM and AM–PM curves of a TWTA.

Fig. 5. AM–AM and AM–PM compression and conversion coefficients of a
TWTA.

to generate the UTTS signal. The input power of the carrier was varied
from�30 to 0 dBm while keeping a difference of 30 dB between the
carrier level and the level of highest (right-hand side) sideband signal.
The difference between the right- and left-hand sideband signals was
maintained to 3 dB during carrier power sweep. The carrier frequency
was 20 GHz and the sidebands were 1 MHz away from the carrier.
Fig. 5 shows the AM–AM compression factor and the AM–PM
conversion factor variations when the input power of the amplifier
is swept. These results are in good agreement with those that can be
deduced from static one-tone measurements by the differentiation of
thePout = g(Pin) curve and� = f(Pin), except for the last point
(Pin = 2 dB) where AM–AM and AM–PM distortion data were not
defined (see Fig. 4).

VI. CONCLUSION

In this paper, we proposed a new method to measure AM–AM
and AM–PM compression and phase conversion factors of any
amplification systems or frequency-translating devices or systems
using only power measurements. The proposed technique is based on
the use of an UTTS to stimulate any nonlinear devices or systems It
was demonstrated that the tone levels of an UTTS at the input and
output of the NDUT are related to the AM–AM compression factor
and AM–PM conversion coefficient of the NDUT by two quadratic
equations. The solution of this nonlinear system gives the values of the
AM–AM compression factor and AM–PM conversion coefficient for
any carrier frequency and power level. Validation of this technique was
carried out using the HP-EEsof Series IV software suite. Simulation
results obtained for a 60-dB gain and 100-W TWTA prove the validity
and the effectiveness of the UTTS technique. We are planing to use
the UTTS method for off-ground testing of the TWTA’s transponder
of the COMETS satellite this autumn.
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A 500-mW High-Efficiency Si MOS MMIC Amplifier for
900-MHz-Band Use

Noriaki Matsuno, Hitoshi Yano, Yasuyuki Suzuki, Toshiro Watanabe,
Shigeki Tsubaki, Tetsu Toda, and Kazuhiko Honjo

Abstract—A 500-mW monolithic-microwave integrated-circuit (MMIC)
amplifier using a 0.6- m Si MOSFET for 900-MHz-band use has been de-
veloped. The input matching network, which consists of a spiral inductor
and an MOS capacitor, was integrated onto the chip using a low-cost mass-
production large-scale-integration process. A new spiral-inductor model,
taking into account the dielectric loss and skin effect of the Si substrate,
was introduced. We analyzed the stability and gain dependence on the gate
structure of the MOSFET and optimized the gate finger length and the loss
of the matching network to achieve high gain and stability. The fabricated
MMIC amplifier achieved a linear gain of 15.2 dB and an output power of
27.1 dBm with a PAE of 60% under a supply voltage of 4.8 V.

Index Terms—Cellular phone, GSM, MMIC, power amplifier, Si
MOSFET, spiral inductor.

I. INTRODUCTION

Low-cost power amplifiers for cellular phones are strongly required
since the power amplifier is one of the most expensive components.
Silicon power MOSFET’s [1]–[5] are inherently superior in terms of
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cost. For further cost reduction, monolithic-microwave integrated-cir-
cuit (MMIC) amplifiers based on Si MOSFET technology will be one
of the strong candidates.

The drawback of the Si MMIC technology is the large loss of the pas-
sive elements on the conductive Si substrate. Thus, previously reported
Si MOS MMIC power amplifiers required some improved fabrication
technologies, e.g., a thick metal or dielectric layer process for inductors
or a special dielectric layer process for capacitors [7], [8].

In this paper, we describe an Si MOS MMIC amplifier for
900-MHz-band use, fabricated using a low-cost mass-production
large-scale-integration (LSI) process with two-level wiring. To
overcome the drawback of the Si MMIC technology, we analyzed the
stability and gain dependence on the gate structure of the MOSFET,
and optimized the gate structure and loss of the matching network.
Thus, the large loss of the on-chip matching network stabilizes the
MMIC operation, and high gain was achieved.

II. DESIGN AND FABRICATION

A block diagram of a two-stage Si MOSFET power amplifier for
900-MHz-band global system for mobile communications (GSM)
use is shown in Fig. 1(a). We integrated the first-stage MOSFET and
the input 50-
 matching network onto the Si substrate. Our discrete
MOSFET’s for use in the final stage have achieved an output power
of 35 dBm with a power gain of 10 dB. Thus, the output power of the
MMIC must be above 25 dBm.

The circuit diagram of the MMIC is shown in Fig. 1(b). The input
matching network consists of a spiral inductor and an MOS capacitor.
The diodes to protect the MOSFET from static damage were also inte-
grated. The MMIC was designed using the harmonic-balance simulator
Series IV. The MOSFET’s were simulated with a MOSFET LEVEL3
model [4], [9]. The chip photograph is shown in Fig. 1(c). The chip size
was 1.2� 1.25 mm.

A. MOSFET Design

We used a 0.6-�m WSi gate power MOSFET [4], [5]. Each n+

source was connected to the adjacent p+ region by Al wiring. Thus,
the source is directly connected to the ground through the p+ Si sub-
strate, which reduces the parasitic inductance and maximizes RF gain
[5].

The gatewidth of power MOSFET’s is much larger than that of GaAs
FET’s since the drain current density of the MOSFET’s is lower. An
increase in the gatewidth decreases the input and output impedance of
the device, resulting in a large matching loss [4]. Thus, the gatewidth
should be minimized to ensure sufficient output power. Fig. 2 shows the
gatewidth dependence of the simulated output power at the 3-dB-gain
compression point under a supply voltage of 4.8 V. This figure shows
that a gatewidth of over 4.7 mm is required to achieve an output power
above 25 dBm. We selected a gatewidth of 7.6 mm to ensure an output
power margin of 2 dB.

The gate finger design is important to achieve high gain. Fig. 3 shows
the simulated maximum stable gain (MSG) and maximum available
gain (MAG) as a function of the gatewidth per finger, also known as
the gate finger length. When the finger length is more than 165�m,
a frequency of 900 MHz is in the MAG region, i.e., the MOSFET is
unconditionally stable at 900 MHz. In this case, however, a low-loss
matching network is required to maintain high gain. When the finger
length is less than 165�m, a frequency of 900 MHz is in the MSG
region, i.e., the MOSFET is conditionally stable at 900 MHz. In that
case, the loss of the matching network can stabilize the MMIC oper-
ation, and causes less gain reduction compared to the case when the
MOSFET is unconditionally stable. We designed the finger length and

Fig. 1. (a) Block diagram of a two-stage Si MOSFET power amplifier
for 900-MHz-band GSM use. (b) Circuit diagram of the MMIC. (c) Chip
photograph of the MMIC.

the on-chip matching network to achieve both high gain and low return
loss, and decided on a gate finger length of 50�m. Accordingly, a high
gain was achieved by using a low-cost mass-production LSI process.

B. Passive Element Design

The spiral inductor was fabricated using conventional two-level Al
interconnections. The cross-sectional view of the inductor is shown in
Fig. 4(a). The metal thickness was 0.5�m for the first layer and 1.6�m
for the second layer. The spiral was fabricated using these layers con-
nected in parallel by via to reduce the series parasitic resistance, except
in the underpass region.

The inductor model should take into account the dielectric loss due to
the Si substrate. In addition, we used an Si substrate with resistivity of
14 m
 � cm, thus, the skin-effect mode appears [10]. The conventional
�-type lumped-element model cannot take into account it. We intro-
duced a new semilumped-element model [shown in Fig. 4(b)]. The in-
ductorL1 represents an spiral inductor model on dielectric substrates,
which is implemented with most of microwave circuit simulators. Here,
the microwave simulator Series IV allow us to use a function of the
frequency for the substrate thickness parameter, thus, the skin-effect
mode can be modeled. The lumped capacitors and resistors represent
the parasitic elements due to the Si substrate. The model parameters
were extracted from the measuredS-parameters.

We decided upon the outer dimensions of 400� 400 �m, the
linewidth and spacing of 20�m and 2�m, and the number of turns
of 3.5; these were selected to optimize the tradeoff between the loss
and chip size. Here, the line spacing was narrow compared to the
linewidth. However, the parasitic capacitance between adjacent lines
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Fig. 2. Simulated output power as a function of the gatewidth of the MOSFET.
The supply voltage was 4.8 V and the frequency was 900 MHz.

Fig. 3. Simulated MSG and MAG dependence on the gate finger length
(L ).

Fig. 4. (a) Cross-sectional view of the inductor. (b) Semilumped-element
model for the spiral inductors on the Si substrate.

Fig. 5. (a) Schematic view of the test pattern forS-parameter measurement
of the input matching network. (b) Resistance and reactance calculated from
s , which correspond to the signal-source impedance for the MOSFET and
the insertion power lossjs j =(1 � js j ).

is negligible since parasitic capacitance due to the Si substrate is much
larger.

The MOS capacitor was fabricated by using the gate process. The
gate oxide film was used as the capacitor dielectric. The measured
quality factor of the MOS capacitor was more than 30 at 900 MHz.

III. RF PERFORMANCE

The fabricated on-chip matching network was evaluated by using a
test pattern shown in Fig. 5(a), which consisted of the matching net-
work and ground–signal–ground probing patterns. In the MMIC, port
1 will be connected to the 50-
 input line, and port 2 will be connected
to the gate. Thus,s22 corresponds to the signal-source reflection coef-
ficient for the MOSFET. Fig. 5(b) shows the resistance and reactance
calculated froms22 and the insertion power loss. The simulated results
agreed well with the measurements up to the third-harmonic frequency.
Fig. 6(a) shows the power characteristics of the fabricated MMIC under
a supply voltage of 4.8 V at a frequency of 900 MHz. The difference be-
tween the simulated results and the measurements were less than 1-dB
gain and 3% in PAE. Fig. 6(b) shows the measuredS-parameters using
an off-chip output matching network. Thejs11j andjs22j at 900 MHz
were�19 dB and�6.3 dB, respectively. These results confirm the ac-
curacy of our design technique.

The fabricated MMIC shows a linear gain of 15.2 dB and an
output power of 27.1 dBm with a PAE of 60% at an input power of
16 dBm, as shown in Fig. 6(a). Although this MMIC was fabricated
by using a low-cost mass-production LSI process with two-level Al
interconnections, the gain and PAE were comparable to those for
discrete MOSFET’s. The amplifier maintained excellent performance
even under a lower supply voltage of 3.4 V. In this case, a linear gain
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Fig. 6. (a) Power characteristics of the Si MOS MMIC amplifier under a
supply voltage of 4.8 V. (b)S-parameters of the MMIC under a supply voltage
of 4.8 V.

of 14.3 dB and an output power of 24.1 dBm with a PAE of 57% and
a power gain of 10.1 dB were achieved.

IV. CONCLUSION

We have described an Si MOS MMIC amplifier for 900-MHz-band
use fabricated by using a low-cost mass-production LSI process. We
analyzed the stability and gain dependence on the gate structure of
the MOSFET, and optimized the loss of the matching network and
gate structure to achieve high gain and stability. The fabricated MMIC
achieved a linear gain of 15.2 dB and an output power of 27.1 dBm
with a PAE of 60% under a supply voltage of 4.8 V.
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Direct Measurement of Crosstalk Between Integrated
Differential Circuits

David E. Bockelman and William R. Eisenstadt

Abstract—Silicon integrated-circuit test structures have been fabricated
that allow direct measurement of crosstalk between differential transmis-
sion lines and between single-ended transmission lines in the presence
or absence of a metal ground plane. The differential test structures
are characterized with mixed-mode scattering parameters (common
mode, differential mode, and mode conversion), as measured with the
pure-mode vector network analyzer. Comparisons with simulation show
good agreement for differential-mode crosstalk, and the dependence
of crosstalk on transmission-line separation is presented. Difficulties in
simulating crosstalk for even simple structures illustrate the utility of
direct measurement of crosstalk.

Index Terms—Crosstalk, differential circuits, network measurements,
scattering parameters.

I. INTRODUCTION

In many integrated-circuit (IC) applications, unintended coupling
(or crosstalk) of signals between circuits can be a critical performance
limitation. Differential circuit topology is being adopted in IC’s due
to its increased crosstalk immunity and increased dynamic range
over ground referenced (single-ended) circuits. Differential circuits
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Fig. 1. Top view of structure for measuring crosstalk between differential transmission lines.

crosstalk must be either verified to be acceptably low or reduced to an
acceptable level in sensitive applications.

Circuit-to-circuit crosstalk is highly dependent on the circuits and
structures involved. Circuit topologies, impedance levels, physical
layout, and IC technology all play critical roles in determining
crosstalk strength. Crosstalk between two complex circuits can be dif-
ficult to measure, simulate, or predict due to the large dynamic-range
requirements for such a measurement and the lack of accurate RF
differential measurement capability.

This paper describes a method for the direct measurement of
crosstalk between simple differential and single-ended integrated
transmission lines. The direct measurement of differential circuits is
accomplished with a recently developed pure-mode vector network
analyzer (PMVNA) [1]. The PMVNA measures the differential-
and common-mode responses of a device in terms of mixed-mode
scattering parameters (s-parameters) [2]. The accurate measurement
of these mixed-modes-parameters and the increased dynamic range
compared to single-ended measurement has been demonstrated
on-wafer [3]–[5]. With these recent developments, the RF crosstalk
between integrated differential circuits can be directly measured.

II. CROSSTALK EXPERIMENT DEFINITION

For this paper, crosstalk is examined for differential transmission
lines and compared to single-ended transmission lines, where both lines
are characterized with and without a metal ground plane. The basic
crosstalk experiments consist of pairs of adjacent transmission lines,
fabricated with aluminum on a silicon substrate, with each pair sepa-
rated by a different distance, as shown in Fig. 1. The transmission lines
used in the experiments are illustrated by the cross-section diagrams
of Fig. 2; the experiments without a metal ground plane are the same,
except the transmission lines are formed in the first metal. Each trans-
mission line in the pair is terminated with a resistive load (100
 for
differential lines, 50
 for single-ended lines), which allow two-port
measurements of the transmission-line pairs, where the transmission
(sdd21 for differential lines,s21 for single-ended lines) is the measured
crosstalk.

Each transmission line is 10-mm long, not including the
100-�m-square probe pads. This relatively long length decreases
the significance of end effects such as the probe pads and resistor
loads. With such structures, the crosstalk of the transmission lines

Fig. 2. Cross-sectional diagram representing some of the types of crosstalk
experiments. (a) Two single-ended lines with metal ground plane. (b) Two
differential line pairs with metal ground plane.

will dominate the measured crosstalk. Furthermore, the measured
transmission will not be significantly affected by the probe-to-probe
crosstalk. It has been shown, at separations and frequencies used in
this paper, the probe-to-probe crosstalk and the crosstalk due to the
probe pad structures will be less than�120 dB for the differential
mode and less than�100 dB for the common mode (well below
measured crosstalk) [6].

III. M EASUREDCROSSTALK OFTRANSMISSIONLINES WITHOUT

METAL GROUND PLANES

This section describes the results of differential and single-ended
transmission lines without a distinct metal ground plane. The measured
line-to-line crosstalk of the differential and single-ended transmission
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lines are summarized in Fig. 3. The solid lines in this figure show the
various measured crosstalk at 1.0 GHz as a function of the normalized
line separation. Crosstalk is measured as the magnitude of the trans-
mission between the adjacent lines (i.e.,Sdd21, Scc21, etc.).

Also shown in Fig. 3 is the simulated line-to-line crosstalk of dif-
ferential and single-ended transmission lines (dashed lines) as con-
ducted in Hewlett-Packard’s Microwave Design System (MDS) [7].
These structures are modeled as coupled microstrip transmission lines
on a thick lossy dielectric of silicon ("r = 11:9, loss tangent= 1:5),
as described in [8] and [9]. The dimensions of the microstrip model
are that of the physical structure. The dielectric thickness is nominally
750�m, but is forced to be less than 500�m in most cases due the di-
mensional limits of the MDS coupled microstrip model. In the model,
a ground plane is below the dielectric. The metal thickness of the signal
lines is modeled at 0.5�m with a conductivity of 2� 106 Sie/m (ap-
proximately half that of bulk aluminum). Additionally, the differen-
tial structures have also been simulated with Hewlett-Packard’s Mo-
mentum planar electromagnetic structure simulator [10] with very sim-
ilar results.

As can be seen in Fig. 3, the agreement between measured and sim-
ulated crosstalk of the single-ended transmission lines is quite good,
with reasonable agreement for the differential- and common-mode
crosstalk between the differential transmission lines. The deviation be-
tween simulated and measured crosstalk is likely due to the maximum
allowable substrate thickness in the model, which decreases as the
line separation increases. The electromagnetic structure simulations
(Momentum), which have no such limitations, agree more closely to
measured data at these wide separations.

These measurement allow some basic observations about crosstalk
between IC interconnections. Fig. 3 clearly shows the measurable
reduction of crosstalk in the differential mode in comparison to the
common mode and the single-ended line (20 dB at small separations
and 70 dB at large separations). The measured differential crosstalk
decreases nearly as the theoretical limit of1=D3, whereD is the line
separation. The common-mode and single-ended crosstalk decrease
approximately as1=D. The absolute level of crosstalk between
transmission lines will roughly scale with transmission-line length (for
L < �=4), but the relative strength of the crosstalk for single-ended
lines with respect to that of differential lines will be approximately
independent of length. While this paper reports measured results at
1.0 GHz, these trends have been demonstrated across frequency [5],
where the crosstalk strength is a function of line separation in terms
of wavelength.

IV. M EASUREDCROSSTALK OFTRANSMISSIONLINES WITH METAL

GROUND PLANES

This set of experiments examines the crosstalk performance of in-
tegrated transmission lines where a metal ground plane is used. These
structures are the same as those in the previous section, except that
first metal is used for a ground plane and the transmission lines are
formed from second metal. The line-to-line crosstalk of the differential
and single-ended transmission lines are summarized in Fig. 4 (dashed
lines), with the measured results from the previous section (solid lines)
included for comparison.

Simulations of the crosstalk between these structures are not fea-
sible with MDS due to the extremely thin dielectric layer (15 KÅ)
between the signal conductors and the ground plane, which leads to
a large width-to-height ratio (W=H = 13:33) [7]. These structures
are also difficult to simulate with electromagnetic simulators like Mo-
mentum. The thin dielectric layer, finite metal conductivity, and the re-
quired numerical dynamic range (more than 100 dB) results in imprac-
tical computation time and memory requirements. Thus, even with a

Fig. 3. Measured line-to-line crosstalk (at 1.0 GHz) for various transmission
lines without metal ground planes as a function of line separation. Solid lines
indicate measured data and dashed lines indicate simulated data.

Fig. 4. Measured line-to-line crosstalk (at 1.0 GHz) for various transmission
lines as a function of line separation. Solid lines indicate single-ended and
differential transmission lines without metal ground planes. Dashed lines
indicate single-ended and differential transmission lines with metal ground
planes.

simple structure, crosstalk simulations can be difficult to obtain. In this
case, direct measurement of crosstalk allows quantization of crosstalk.

With a metal ground plane, the crosstalk of all transmission lines
is reduced. When compared to structures without ground planes,
the differential-mode crosstalk is reduced by at least 20 dB, the
common-mode crosstalk is reduced by at least 30 dB, and the
single-ended crosstalk is reduced by at least 40 dB. This reduction is
a result of the small height of the signal conductors over the ground
plane. In this case, the metal ground plane confines electromagnetic
fields, causing significantly less coupling (crosstalk) compared to the
same structures without the ground plane. The reason for fluctuations
of the crosstalk is unclear, but may be related to second-order effects.

V. CONCLUSIONS

With the PMVNA and mixed-modes-parameters, the crosstalk
between integrated differential transmission lines can be directly
measured. The measured differential-mode crosstalk compared well
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with simulated data, providing validation of the measurements. These
simple transmission-line structures have illustrated the difficulty in
accurately simulating IC crosstalk. Thus, direct measurement of RF
crosstalk can be a reliable tool for complicated structures where
simulation is not practical or possible. Additionally, these results can
be used to estimate the crosstalk between transmission lines of any
length less than a quarter-wavelength since the coupling approximately
scales with length in this case.

For IC interconnects, several basic conclusions can be supported
experimentally. First, differential interconnections on IC’s can signif-
icantly reduce crosstalk compared to single-ended interconnections.
Second, the crosstalk is approximately inversely proportional to the
cube of the separation for pairs of differential lines, and inversely
proportional to the separation for pairs of single-ended lines. Third,
the use of metal ground planes for IC interconnections greatly reduces
crosstalk over structures without ground planes. Using differential
transmission lines with ground planes, a very high degree of cir-
cuit-to-circuit isolation can be achieved, even on high-density IC’s.
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Two-Dimensional Computer Analysis of a Microwave Flat
Antenna Array for Breast Cancer Tomography

Alexandre E. Souvorov, Alexander E. Bulyshev, Serguei Y. Semenov,
Robert H. Svenson, and George P. Tatsis

Abstract—In this paper, we report a two-dimensional computer simu-
lation of a microwave flat antenna array for breast cancer tomography.
This new technology promises reduction of X-ray exposure and easier ac-
cess to peripheral areas of the breast. Using our version of the Newton al-
gorithm, we studied two simple mathematical objects and a more sophisti-
cated two-dimensional model of the breast that takes into account dielec-
trical properties of different human tissues and malignant tumors. Our cal-
culations show that, operating at 2 GHz, this device may give very reason-
able images of tissues located up to 3–4 cm beneath the surface.

Index Terms—Breast cancer, image reconstruction, inverse problems,
microwave imaging, Newton method, tomography, tumors.

I. INTRODUCTION

Microwave imaging of biological objects has been studied for quite
a long time. Several prototypes of microwave tomographes have been
constructed, and have produced images of a heart, kidney, forearm, and
other biological objects [1]–[5]. Recently, it was suggested [6] that mi-
crowave imaging may be very promising for breast cancer detection.
Using dielectrical properties of breast tissues found in the literature,
a finite-difference time-domain (FDTD) simulation of an electromag-
netic pulse propagation carried out in [6] showed that backscattered ra-
diation from a cancer tumor as small as 2 mm in diameter is detectable.
Provided that it gives clear enough images of the breast tissues, the flat
antenna array discussed in [6] would be a great tool. It would elimi-
nate the uncomfortable pressure and exposure to X-rays experienced
in mammography. In addition, it can be easily applied to the peripheral
areas of the breast, which are hardly accessible by conventional mam-
mography.

Mathematical methods of monofrequency microwave imaging have
been discussed extensively in the literature. Different modifications of
Born and Rytov approximation methods have been used for problems
with relatively low contrast in dielectric properties. More complicated
mathematical reconstruction algorithms based on Newton and gradient
minimization methods have been developed and successfully used for
reconstruction of objects with high contrast. An extensive list of works
on this subject can be found in [7]. All of these methods assume that: 1)
the scan configuration provides the full view data, i.e., the object is il-
luminated from all possible directions and 2) the object is embedded in
a known and uniform background medium. None of these assumptions
is valid for breast imaging with a flat antenna array. For the points that
are close to the array, the field of view is about 180�, which is only half
of the full view, and it tends to become zero for the points far from the
array. This turns the imaging into a limited view problem [8] and will
affect its quality. We have every reason to believe that this effect, as
well as the absorption, will reduce the visible area to a nearby vicinity
of the array. Furthermore, although a breast itself can be considered as a
relatively homogeneous medium [6], there are muscles, ribs, and lungs
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Fig. 1. Geometrical configuration of the calculations and breast model. 1) Part
of the mesh for the inverse problem. 2) Ribs. 3) Fat layer. 4) Skin. 5) Antenna
array. 6) Muscle layer. 7) Breast tissue layer. 8) Lung layer. 9) Tumors.

only a few centimeters below. However, we hope that the absorption
and limited view would restrict the effect of this area on the image.

Located in close proximity of the array, a thin, but high contrast skin
layer may produce strong backscattering, which makes the problem
even more complicated. We suggest an approximation method of
dealing with such a layer, provided that its thickness is sufficiently
small.

In this paper, using a modification of the published earlier Newton
algorithm [7], we analyze a simplified two-dimensional mathematical
model and, in computer experiments, show the possibilities and limi-
tations of breast cancer detection with a flat antenna array.

II. M ETHODS

We examined an ideal model of a two-dimensional 10-cm-wide an-
tenna array of 31 equally spaced elements serving as point-source trans-
mitters and receivers of 2-GHz microwave radiation. This array is lo-
cated 0.5 cm apart from the breast surface, as shown in Fig. 1 as small
black circles. In Figs. 2–4, it has coordinatesx = 0:5 and�5 < y < 5.
We suppose that the array is embedded in an immersion medium with
the relative permittivity"0 = 10� j2, which is close to that of normal
breast and fat tissues [6].

Our study is a computer simulation, which means that, as the first
step, we obtain initial data. Using amathematical modelof an object,
we calculate the fields, which could have been measured by the array
in the presence of this object. Then, as if these data were experimental
ones, we obtain the image and, finally, compare this image with the
original mathematical model.

In the two-dimensional approach, the use of a TM wave has been
commonly accepted as a method of reducing the vector Maxwell’s
equations to the scalar Helmholtz equation. We have earlier described
our version of the Newton method for microwave imaging [7]. Ac-
cording to this method, we start with some reasonable guess about the
relative permittivity (usually for this purpose we use the permittivity
of the immersion medium) and calculate the fields on the array. For
this stage, called the direct problem solution, we use the algorithm de-
scribed in [7] and [9]. Comparing calculated fields with measured ones,
we can then improve our guess and, hopefully, obtain a better approxi-
mation to the permittivity. This stage is called the inverse problem solu-
tion. Repeating these stages, we eventually obtain the final image. We
apply the dual-mesh approach [10] when the direct and inverse prob-
lems are solved using separate meshes. For the inverse problem, we

Fig. 2. Reconstruction of four circles plunged on different depths.

Fig. 3. Reconstruction of a chain of four circles parallel to the array.

Fig. 4. Reconstruction of the breast model.

use a rectangular mesh, which is half a square 20-cm high and 10-cm
wide with 60� 30 cells (part of it is shown in Fig. 1). This mesh is em-
bedded into a bigger polar mesh, which is used for the direct problem.
The polar mesh is 30 cm in diameter and, usually, has 256 nodes over
the angle and 128 nodes over the radius. When we calculate initial data
for the objects with a skin layer, we use a very dense mesh of 2048
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and 600 nodes. With the receivers being inside the calculational do-
main, the only modification of our algorithm [7] is the elimination of
the last step of the scattered field calculations, which takes into account
the wave propagation from the calculational domain to the receivers [7,
eq. (13)].

A millimeter-scale thickness of the skin layer presents a consider-
able challenge for both obtaining the initial data and imaging. In the
former case, when we know the exact distribution of the permittivity,
we choose a dense enough mesh and solve the problem applying raw
computer power. In the latter case, the problem is of a more funda-
mental nature because the restricted spatial resolution, inherent in the
microwave tomography, does not allow us to recover the transverse
structure of the skin layer. Although, we can altogether forget about
its structure and consider the skin as an infinitesimally thin layer, if the
layer is optically thin, which means that its relative permittivity"s and
thicknesshs meet the condition

j2�p"s hs=�j � 1 (1)

where� is the wavelength in the vacuum. Indeed, the scattered wave
Es induced by the skin layer embedded into the immersion medium
with relative permittivity"0 can be calculated using the field inside
the layerE and Green’s function of the Helmholtz equationG =
� exp (�jp"0 r=�) =4�

Es =
2�

�

2

("s � "0)EGdV: (2)

If condition (1) is met, we can factor out bothE andG from the in-
tegral over the transverse directionx, which is equivalent to substitu-
tion of "s for the "0 + S(y)�(x), whereS(y) = ("s � "0)dx. In
terms of the direct problem for the Helmholtz equation, this substitu-
tion eliminates the need for any extremely dense mesh and fits nicely
into the algorithm described in [7]. In terms of the inverse problem so-
lution, we have to incorporate a new set of unknownsS(y) into the
Newton algorithm. This is done in much the same way as described
in [7], with the only difference that forS(y) we use the regularization
operator��1d2=dy2, where� is the cell size in Fig. 1. We use the
same regularization parameter as for the rest of unknowns (for more
details about the regularization see [7]). Providing the algorithm with
a priori information about the exact position of the infinitesimally thin
skin layer, this approach leaves the spatial resolution problem out of
consideration. Unfortunately, it is impossible to recover separately the
permittivity and thickness of the skin layer, which is an obvious draw-
back of the method.

We studied three types of objects. First, a chain of four circles 1
cm in diameter and 2 cm apart was aligned across the array. The first
circle was placed 1.5 cm from the array. The circles had the relative
permittivity " = 25 � j15. Second, the same chain was aligned with
the array. These two objects were used to estimate the visible area.

For the third object, which is a layered model of the breast area
shown in Fig. 1, we used dielectric properties of the breast tissue tab-
ulated in [6] and dielectric properties of the other human tissues tab-
ulated in [11]. The model comprised a 5-cm-thick layer of the lung
tissue with relative permittivity"l = 20:8 � j6:1, a 2-cm-thick layer
of the muscle tissue with"m = 53 � j13, a 2.5-cm-thick layer of
the breast tissue with"b = 10 � j1:6, and a 0.5-cm —thick fat layer
with "f = 11� j1:9. Simulating ribs, we embedded in the middle of
the muscle layer seven ellipses 3 cm apart from each other. The “ribs”
were 1.5-cm high and 1-cm wide with"r = 11:6� j2:8. As a model
of the cancer tumor, we used two circles 1 cm in diameter and 2 cm
apart located 1.5 cm from the surface. We assumed that the permit-
tivity of the malignant area was equal to that of the muscle tissue [6].
On the surface was a 0.1-cm-thick skin layer with relative permittivity

"s = 38:5� j11:4. It is worth mentioning that the criterion (1) in this
case is about 0.25.

III. N UMERICAL RESULTS AND DISCUSSION

Fig. 2 displays the image of the first object. Although slightly de-
formed, two circles closest to the array are clearly shown. We see only
a shadow of the third circle and nothing of the last one. This result re-
stricts the depth of penetration for such a device to 3–4 cm. Similarly,
Fig. 3 illustrates that the visible area of a flat array does not extend far
beyond its boundaries, which we could have expected from the very
beginning.

The image of the breast model is shown in Fig. 4. For the purpose
of illustration, after obtaining the image, we filled a row of the sur-
face cells with the relative permittivity"0 + S(y)=�, where� is the
mesh size. Close to the array structures, including the malignant zone
and skin, are clearly visible. We do not see any trace of the fat layer be-
cause it has the permittivity practically equal to that of the normal breast
tissue. Structures buried deeper are represented only by vague shapes,
at best, allowing for estimation of the thickness of the muscle layer.
We can conclude that, although a flat array cannot see clearly deeper
than a few centimeters, this does not considerably affect the image of
the nearest and most interesting zone. Structures located deeper than
3–4 cm beneath the surface neither appear on the image nor affect the
imaging of the upper layers.

We have carried out calculations with different numbers of antennas
and different sizes of the mesh for the inverse problem. Reducing the
antenna number to 15 does not affect the image quality, while seven
antennas seem to be insufficient. The optimal mesh should be twice as
wide as the array. Although the array cannot image objects located that
far, a smaller mesh tends to distort images.
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A 140–170-GHz Low-Noise Uniplanar Subharmonic
Schottky Receiver

Gildas P. Gauthier, Jean-Pierre Raskin, and Gabriel M. Rebeiz

Abstract—A 150-GHz Schottky-diode subharmonic receiver based on
a coplanar-waveguide-fed double-folded-slot (DFS) antenna is presented
in this paper. The DFS antenna is placed on an extended hemispherical
high-resistivity silicon substrate lens to achieve a high directivity and a high
coupling to a Gaussian beam efficiency. The uniplanar receiver results in a
12 0.5-dB measured double–sideband conversion loss at 144–152 GHz for
a 8–10 mW local-oscillator power at 77 GHz, and has a wide-band 13-dB
conversion loss over 30 GHz of bandwidth (140–170 GHz). The measured
conversion loss includes silicon lens absorption and reflection losses, as well
as IF mismatch losses. The applications are in new small aperture (7.5-cm
lenses) collision-avoidance radars at 150 GHz.

Index Terms—Millimeter-wave antenna, millimeter-wave receivers,
Schottky diode mixers.

I. INTRODUCTION

Automotive electronic applications require light, small, and low-cost
circuits at millimeter-wave frequencies. The current design frequency
for automotive systems is 77 GHz in Europe and other countries (such
as the USA). The far-field beamwidth of an antenna is given by the
aperture size and is proportional to�=D, whereD is the aperture diam-
eter. Therefore, at this frequency, 15-cm lenses are required to achieve
the appropriate resolution at 100 m (1.5� 3-dB beamwidth). If 154 GHz
is used, then the same beamwidth can be achieved using a 7.5-cm lens
(Fig. 1). This would make the automotive radar smaller and more prac-
tical for modern automobiles.

Integrated-circuit uniplanar receivers consisting of planar antennas,
matching networks, and mixers often rely on coplanar waveguide
(CPW) technology and offer many advantages over waveguide-based
systems. The designs are low cost and easy to fabricate, especially
at millimeter-wave frequencies. Two planar CPW-fed antennas have
been used commonly in integrated millimeter-wave receivers. The
double-slot antenna has been demonstrated in a 94-GHz fundamental
Schottky receiver [1], but the antenna geometry does not allow for
RF amplification before down conversion. The slot-ring antenna has
been used in aW -band integrated monopulse radar receiver based
on a subharmonic mixer [2], and is an attractive candidate for array
applications due to its compact size. However, the slot-ring antenna
has a relatively high input impedance (100–120
) and is not suitable
for low-impedance Schottky-diode receivers. In this paper, a 150-GHz
uniplanar subharmonic Schottky-diode receiver is developed relying
on the double-folded-slot (DFS) antenna, which has a low input
impedance [3], [4]. The design follows earlier work done by Ramanet
al. [5], but in an integrated antenna–mixer structure [6], [7]. This is
different than waveguide-based subharmonic mixers, which provide
excellent performances up to 600 GHz [8], [9]. In this case, the local
oscillator (LO) is injected on-wafer, resulting in a simple and com-
pact receiver. The design is compatible with monolithic integration
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Fig. 1. Radar for automotive applications: 3-dB beamwidth of 1.5� is required
to resolve a car at 100 m.

Fig. 2. 150-GHz DFS antenna.

Fig. 3. Measured input impedance of the scaled 70–110-GHz DFS antenna.
The input impedance is 20
 at 94 GHz.

of state-of-the-art Schottky diodes and high-speed transistors for
millimeter automotive systems.

II. RECEIVER DESIGN

A. Diode

The subharmonic receiver is based on the University of Virginia
Schottky diode SC1T7-D20 and consists of two back-to-back diode
junctions with very low junction and parasitic capacitances (Cj0 =

2:5 fF, Cp = 11 fF). The dc parameters are deduced by curve fitting
from the measured IV curve and areRs = 6:5 
, n = 1:163, �b =

0:842, 
 = 0:5, andI0 = 4� 10
�14 A, resulting in a figure-of-merit

cutoff frequency offc = 1=2�Rs(Cj0 + Cp) = 1:8 THz. The RF,
LO, and IF input impedances of the back-to-back diodes are simulated
using an adapted version of Kerr’s subharmonic mixer analysis1 and

1S. A. Mass, Private Consultant, Diode Mixer Analysis Program, Long Beach,
CA, 1997.

0018–9480/00$10.00 © 2000 IEEE
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(a)

(b)

Fig. 4. DFS antenna radiation patterns measured on a 12.7-mm silicon lens at:
(a) 150 GHz and (b) 154 GHz. The measured cross-polarization levels in theE-
andH-planes are below�25 dB.

areZRF = 22� j30 
, ZLO = 37 � j100 
, andZIF = 120 
 at
an RF of 154.2 GHz, an LO of 77 GHz, and an IF of 0.2 GHz, respec-
tively. The minimum double-sideband (DSB) conversion loss for such
a diode is simulated to be 5.5–6.0 dB at a 8–10-mW LO power over
the 150–154-GHz range. However, withRs = 6:5 
 due to the skin
resistance, the diode series resistance is expected to be around 10–12


at 150 GHz, resulting in a DSB conversion loss of 7–8 dB.

B. DFS Antenna

The DFS antenna is an array of two folded-slot antennas (Fig. 2)
placed approximately (�d=2) apart. Each folded-slot antenna acts like
a�g=2-long folded CPW line. The wavelengths�d and�g are the di-
electric and guided wavelengths, respectively. The two folded-slot an-
tennas are fed in phase using a�g=2-long (180�-long) CPW line, re-
sulting in symmetrical radiation patterns in the broadside direction, and
low cross-polarization levels (��23 dB) [3], [4]. However, the phys-
ical separation is (�d=2) for good radiation patterns in the dielectric
and is, therefore, shorter than the�g=2 feed line. This problem is easily
solved by bending the�g=2 feed line, as shown in Fig. 2.

(a)

(b)

Fig. 5. Layout of: (a) the subharmonic mixer and (b) impedance environment.

The 150-GHz double-folded slot antenna is 380-�m long (0.5�g or
180� at 154 GHz), with a separation of 320�m (0:4�g), based on HP
Momentum2 simulations. The input impedance of the DFS antenna has
been measured on a scaled version of the antenna at 70–110 GHz and
compared with Momentum simulations (Fig. 3). The results indicate
that the DFS antenna has a very wide impedance bandwidth with a
relatively low input impedance of 20
 at 94 GHz (corresponding to
154 GHz), which is a very good match to the diode RF impedance
(22� j30 
). Furthermore, the DFS antenna is a dc open circuit, and
no dc filter is needed in the RF port to block the dc-bias component of
the diode.

The far-field radiation patterns of the DFS antenna placed nearly
at the elliptical position of a 12.7-mm-diameter silicon lens are mea-
sured at 150–154 GHz. The measuredE- andH-plane patterns at 150
and 154 GHz are shown in Fig. 4. The patterns are symmetrical even
with the presence of small amounts of spurious radiation down to the
�17-dB level, attributed to the CPW feed line and CPW stubs in the RF
circuit. The�3- and�10-dB beamwidths are 8� and 15� at 154 GHz,
resulting in a co-polarized directivity of�0.2 dB, calculated by aver-
aging the measuredE- andH-plane patterns, and a maximum aper-
ture efficiency of 92�3%. The sidelobe levels remain below�15 dB
at 150–154 GHz and the measured cross-polarization levels in theE-
andH-planes are below�25 dB. The 10-dB beamwidth of 15� is given
by the silicon lens (12.7-mm diameter) that was available for pattern
measurements; when the DFS antenna is used in a focal plane system,
the lens diameter should be reduced to 3.2 mm so as to result in a

2HP-EEsof Inc., Westlake Village, CA.
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(a)

(b)

Fig. 6. (a) Measurement setup and (b) measured DSB conversion loss at
142–170 GHz for an IF frequency of 0.2 and 1.4 GHz.

Fig. 7. Measured DSB conversion loss versus LO power available at the probe
tip at 146, 150, and 158 GHz.

beamwidth of 60�, which is compatible with f1 lens systems. The di-
ameter of the f1 lens should be around 7.5 cm for a 1.5� beamwidth.

C. Mixer Design

The mixer design is very compact (2� 2 mm), and LO and RF
matching networks are not included for simplicity. The 70–85-GHz LO
signal is injected on-wafer with aW -band picoprobe, and is shorted at
the RF port by a 417-�m long (�gLO=4) open stub. The RF signal is
shorted at the LO port by a 420-�m-long (�gRF=2) shorted stub. The

TABLE I
DETAILED BREAKDOWN OF THELOSSMECHANISM AND COMPARISON

WITH MEASUREDRESULTS AT 140–170 GHz

shorted stub also provides the dc and IF shorts. The RF choke consists
of two 0.2-pF capacitors placed�gRF=2 apart in the IF port, resulting
in a 10-GHz cutoff frequency (Fig. 5). The 0.1–2.0-GHz IF signal is
also extracted on-wafer using aK-band probe. The design takes into
account the packaged diode feeding lines, which are estimated to be
70� (or 35�) long at the RF (or LO) frequency. The substrate is high-
resistivity silicon (�r = 11:7) capped by 2500 Å of Si3N4. The Si3N4

layer is etched in the CPW lines, resulting in an effective dielectric
constant of�e� = 6:0 at 77 and 154 GHz. In all cases, the CPW line
impedance is 52
 (s = 24�m andw = 15�m). The CPW attenuation
was measured at 70–110 GHz, and the extrapolated loss at 150 GHz is
0.9 dB/mm.

III. M ILLIMETER-WAVE MEASUREMENTS

The receiver is built using standard photolitographic techniques,
and the metallization is 6000 Å of evaporated gold (two skin depths
at 150 GHz). The CPW grounds are equalized with electroplated air
bridges (20-�m wide, 3-�m thick), and the Schottky diode is connected
to the CPW lines using silver epoxy. The receiver is placed on the
back side of a 12.7-mm-diameter extended hemispherical silicon lens.
The extension length is 2450�m to reach an intermediate position,
where the coupling to a Gaussian beam is 91%. A�m=4-thick stycast
matching-cap layer was used to reduce the silicon lens reflection losses
[see Fig. 6(a)], where�m = �d=

p
�r . The IF chain was calibrated at

0.2 and 1.4 GHz, with a gain and noise temperature of 93.8 dB and
110 K, and 93.6 dB and 103 K, respectively.

The subharmonic receiver DSB conversion loss was measured
using the hot/cold load method for an IF frequency of 0.2 and
1.4 GHz and are presented in Fig. 6. A receiver DSB conversion
loss of 12�0.5 dB is measured at 144–152 GHz, for an available
LO power of 8–10 mW at the probe tip (Fig. 7). The conversion
loss is close to values obtained in current 77-GHz radar systems.
The conversion loss is less than 13 dB at 140–170 GHz, resulting
in a 20% bandwidth. The measurement includes the IF mismatch
and probe losses (0.3 dB), the backside radiation losses (calcu-
lated to be 0.5 dB), and the silicon lens absorption losses (1.1
dB). Also, the CPW attenuation loss between the antenna and
mixer is estimated to be 0.8 dB at 150 GHz. The ripples in the
measurements indicate the matching-cap layer is not optimum and
the reflection losses at the silicon–air interface are estimated to



IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 48, NO. 8, AUGUST 2000 1419

be 1.0 dB. The total calculated losses are then 10.7-dB DSB,
including the ohmic losses in the DFS antenna, estimated to be
1.0 dB (due to the small dimensions of the folded slots), but not
including the losses of the stubs before and after the diodes. This
compares well with the measured 12�0.5-dB DSB conversion loss
(Table I).

IV. CONCLUSION

A planar integrated subharmonic receiver has been developed at
140–170 GHz. The receiver shows a wide-band DSB conversion
loss of 11.5–13.5 dB at 140–170 GHz due to the wide-band
low-input impedance of the antenna (20
), which presents a
good match to the subharmonic diode input impedance (22� j30

). The local oscillator can be integrated on-chip at 77 GHz,
resulting in a low-cost uniplanar monolithic receiver for future
automotive applications.
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Reflection Resonances and Natural Oscillations of
Two-Aperture Iris in Rectangular Waveguide

Anatoly A. Kirilenko and Lyudmila P. Mospan

Abstract—The total reflection resonances that take place at the excita-
tion of a two-slot resonant iris in rectangular waveguide are discussed in
this paper. Considering the iris as an open-resonator-waveguide structure,
the pair of natural oscillations responsible for such resonances was numer-
ically found and investigated. It is pointed out to a parallel between the re-
jection resonances in two-slot irises and “locked”-mode resonances in mul-
timode waveguide structures.

Index Terms—Complex natural frequencies, multislot iris, rectangular
waveguide, rejection resonance.

I. INTRODUCTION

The multiple rectangular aperture irises have aroused some interest
before due to a possibility to design low-cost bandpass filters with low
insertion loss and increased spark-over voltage or with some improved
stopband attenuation (see, e.g., [1], [2]). Apparently, the ability of mul-
tiple-rectangular aperture irises to form a rejection response was for the
first time mentioned in [3], where experimental data of a five-aperture
iris response were presented. An approximate estimation of a rejection
resonance position, based on the circuit theory modeling, was also pro-
posed in [3]. It was suggested that the reason for the resonance might
be the additional inductance conditioned by a vertical metal strip that
was placed between two pairs of slots of the same width. Later on, in
[2], a more detailed investigations of such rejection resonances (with
a bandwidth of 10%) and a more accurate electromagnetic estimation
of their characteristics were given. As we shall indicate further, total
reflection resonances can be found even in the simplest two-aperture
irises, and the rejection resonance band can be much narrower.

The aim of this paper is to analyze such resonances in a more de-
tailed manner, to interpret their nature from a novel point-of-view, and
to attract the attention to possible applications of two-aperture irises in
bandstop filters.

As a tools for investigation, a numerical model based on the mode-
matching technique and generalizedS-matrix technique were used.

II. NUMERICAL RESULTS AND INTERPRETATION

The characteristic curves of the frequency responses of two-aperture
irises in the rectangular waveguide excited by theTE10 mode are pre-
sented in the upper parts of Figs. 1–3. Along the horizontal axes, the
values of the real (f ) and the normalized� = 2�!c�1 = a=�0 fre-
quencies are plotted. As an example, we refer to the iris of 0.5-mm
thickness with two slots of 1-mm widths adjacent to the upper and
lower wide walls of the waveguide WR-90 (see insert in Fig. 1). The
positions of the apertures along the vertical axis do not have a prin-
cipal importance and all the below-mentioned regularities are retained.
The widths of the apertures change from Fig. 1 to 3 in such a way that
� = (a2�a1) varies from 0 to 3 mm with a fixed ratio(a1+a2)=2 =
14:5 mm. Evidently, the response shown in Fig. 1 for the case of two
similar apertures coincides, by virtue of the symmetry of the structure,
with that for the centered single aperture of the double height in the
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Fig. 1. Frequency response of the two-slot iris for zero difference between the
widths of the upper and lower slots. The solid curve is the exact solution of the
scattering problem. The dashed curve is the frequency response reconstruction
in accordance with two natural frequencies. In the lower part of the figure, the
locations of two complex natural frequencies are marked for “symmetrical” and
“antisymmetrical” oscillations.

Fig. 2. Frequency response of the two-slot iris for a small difference between
the widths of the upper and lower slots.

Fig. 3. Frequency response of the two-slot iris for a large difference between
the widths of the upper and lower slots.

same waveguide and is typical for conventional irises used as sepa-
rate bandpass sections. The characteristic high-Q “resonance–antires-
onance” pair appears immediately as soon as two resonant apertures
become different (Fig. 2). This resonance pair takes place much lower
in frequency than the conventional low-Q resonance of total transmis-
sion and the rejection resonance turns out to be located between two
points of complete matching. By increasing the difference in the widths
of apertures, a newly appeared resonance can be made less sharp: for
� = 3 mm (Fig. 3), the frequency response looks as an “overlapping”
of characteristics of two single-aperture irises. However, there is an es-
sential distinctive property of two-slot iris responses. In contrast to the
case of a pair of sequentially placed irises, here we always have a total
reflection point between two full matching points. For two very dif-
ferent apertures (� > 5 mm), a wide strong-reflection zone appears

Fig. 4. The natural frequencies of “symmetrical” (� ) and
“antisymmetrical” (� ) modes of the two-aperature iris as a function of
difference between widths of the upper and lower slots.

Fig. 5. The measured and simulated frequency responses for the two-slot
copper iris of 0.48-mm thickness placed in the WR-90. The slots’ dimensions
are 13.0� 1 mm and 16.0� 1 mm .

between points of matching, and it also has a full reflection point cor-
responding tojS11j = 1. The behavior of the amplitudes of the fields
that are excited in the iris slots is very interesting. The phases of the slot
fields at the first complete transmission point (A) (see Fig. 3) are equal
to 180� and 0�, and so the fields are antiphased, but at the second total
transmission frequency (C), these phases are equal to 0� and�1� and
the fields are almost in phase. At the total reflection point (B), the fields
in the slots are antiphased being�90� shifted in relation to the field
of incident mode. The dynamics of the resonance appearance and the
character of the field behavior in the slots suggest the excitation of two
natural oscillations in a two-aperture iris as an open electromagnetic
structure. One of these oscillations has a high-Q factor�=a � 1 and
the antiphase field distribution in the slots, and the other has a low-Q
factor and the in-phase fields in the slots. By aQ factor of eigenoscilla-
tion of an open structure, we meant here the relation between radiation
loss and stored energy, such aQ factor may be numerically estimated
as the ration between real and imaginary parts of complex eigenfre-
quency.

In order to justify such an interpretation, the solutions of a
corresponding homogeneous equation in the complex frequency
domain were numerically found. For the complex frequency
�eigen = 2�!�1eigen = �eigen + i�eigen (�eigen < 0, time depen-
dencee�i!t), two branches of natural oscillations were found that
corresponded to two transmission resonances of a two-aperture iris.
These branches are presented in Fig. 4, where the difference of the
slot widths� is used as a parameter in the curves. We denote these
natural frequencies as��eigen and �+eigen in accordance with the
eigenoscillation character in the limit� ! 0 on the left-hand-side
and right-hand-side branches, respectively. The “antisymmetrical”
natural oscillation does not have any coupling with theTE10 modes
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of the output-waveguides that take away the power and, therefore,
it is quite natural that on the left-hand-side branch�eigen = 0 if
� = 0. In this limit, the symmetrical oscillation has a finite and at
the same time fairly low-Q factor. It is the excitation of a similar
natural oscillation the explains the known resonance in a conventional
resonance iris-bandpass section.

For each iris whose responses are shown Figs. 1–3, the values of the
corresponding natural frequencies are presented in the lower part of
the figures by diamond marks. As usual, the positions of the resonance
points are close to the real parts of the complex frequencies only for
the high-Q modes withj�eigenj � �eigen, which is visible in Fig. 2.
Along with that, the peculiarities of characteristics in all the cases form
Figs. 1–3 can be perfectly explained by the excitation of two natural
oscillations in the iris. To this end, it will suffice to compare the pairs of
solid and dashed curves in these figures. They correspond, respectively,
to the full-wave numerical solution of the diffraction problem and to the
solution constructed after an approximate formula

S11(�) =
1

2

(� � �+)(� + �+)(� � �
�

)(� + �
�

)

(� � �+)(� + �+)(� � �
�

)(� + �
�

)
+ 1 : (1)

Here,� = �2 � 1=4, �+(�) = �
+(�)2
eigen � 1=4 and the dash over

�+(�) denotes the operation of complex conjugation. Equation (1) is a
special case of a more general expression derived in [6] as a result of
theS-matrix reconstruction for an open waveguide-type resonator in
accordance with the set of complex frequencies. Equation (1) describes
the response with only two natural oscillations taken into account. As
we can see, both exact and approximate solutions are in good qual-
itative agreement; in terms of the high-Q resonance estimation, they
agree even for quantitatively. Measurements for some two-slot irises
were performed in order to verify the influence of real ohmic loss
and other factors on the possible level of suppression. The measured
frequency response for the two-slot copper iris of 0.48-mm thickness
placed in a WR-90 waveguide is shown in Fig. 5. The slots of 13.0�
1 mm2 and 16.0� 1 mm2 dimensions were cut near the upper and
bottom walls. Insertion loss at the resonance frequency of 9.295 GHz

turned out�32 dB. As a comparison, the simulated response is shown
in Fig. 5.

III. CONCLUSION

Thus, shown above, two slots of different widths are enough to pro-
vide the existence of the total rejection resonance in the frequency re-
sponse of the iris in rectangular waveguide. The very existence of such
resonances might be interpreted as a response to the excitation of a
pair of natural oscillations in the open-waveguide-type structure. Con-
cerning the nature of their appearance, these resonances are close to
those on the “locked” modes that are explained (see, e.g., [7]) by the
excitation of high-Q natural oscillations formed by the “locked” mode
on the background of low-Q resonances that are connected with the
dominant mode. Numerical investigation of the possibilities to control
the location and theQ factor of the total reflection resonance has shown
that, based on these effect, we can design bandstop filters with 2%–10%
bands and satisfactory insertion losses in the passband.
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