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Abstract—Recently, the demand for high-performance wireless
designs has been increasing while simultaneously the speed
of high-end digital designs have crossed over the gigahertz
range. New simulation tools which accurately characterize
high-frequency interconnects are needed. This paper presents
improvements to a new macromodeling algorithm described in
[1]. The algorithm employs curve-fitting techniques to achieve
a pole-residue approximation of the frequency-sampled net-
work. The frequency sampled -parameters or -parameters
can be obtained from measurement or full-wave simulation to
characterize the frequency-dependent interconnects behavior.
The improvements extend the approach to lossless structures,
increase its accuracy with pole-clustering, and ensure its va-
lidity with a passivity test. This paper addresses some of the
special considerations that must be made to the method so it
can efficiently and accurately be applied to lossless circuits and
structures. The resulting algorithm is now capable of accurately
extracting a wide-band frequency domain macromodel from
frequency-sampled data for either circuit (lossless) or
circuits (lossy). The frequency-domain macromodel can be linked
to a SPICE circuit simulator for mixed signal circuit analysis
using RF, analog, and digital circuits. The circuit can be simulated
in the time domain using recursive convolution.

Index Terms—Curve-fitting, interconnect simulation, macro-
modeling, measured data, passivity, poles, pole-residue ap-
proximation, rational approximation, -parameters, transfer
functions, transient simulation, transmission lines, -parameters.

I. BACKGROUND AND INTRODUCTION

T HE DIFFICULTIES with performing accurate broadband
interconnect simulation is that typical full-wave tech-

niques are often too slow and are incompatible with existing
circuit simulators. The concept of macromodeling has been
used in order to strike an optimal balance between accuracy,
flexibility, and speed. Macromodeling is the process that allows
a complicated structure that is difficult or time-consuming to
simulate to be represented accurately by an approximate system
that can easily be simulated. An interconnect macromodel
defines the behavior of an-port (where is the number of
input plus output terminals) interconnect system. For passive
structures, it is desired that the resulting macromodel be linear
and passive. Frequency-domain macromodels in the form of
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global rational function approximations to the frequency-do-
main data can potentially represent an interconnect system in
the frequency domain and give accurate time-domain results
when combined with other circuit elements in a modified
SPICE simulator. This facilitates the simulation of mixed signal
systems that contain microwave, RF, analog, and digital circuits
all within the same high-density circuit package.

To quantify the behavior of the -port, a macromodeling
process utilizes information about the relations between the
input and output responses of a circuit or structure. Some
types of macromodeling, including asymptotic waveform
expansion (AWE) [2], Padé via Lanczos (PVL) [3], and Pas-
sive Reduced-order Interconnect Macromodeling Algorithm
(PRIMA) [4] can use circuit models obtained through Par-
tial-Element Equivalent Circuit (PEEC) [5] or other methods.
PEEC discretizes a structure into networks to approx-
imate a full-wave distributed circuit model. The objective
of AWE, PVL, and PRIMA in reducing simulation time is
based upon reducing the order (i.e., number of elements) of
the circuit. These macromodeling techniques use the original
circuit characterized by the modified nodal admittance (MNA)
matrix [6] as the input “information” to obtain a reduced-order
macromodel. One limitation to these techniques is that they are
not readily applied to networks that have been characterized
with measured or tabulated data.

Some macromodeling approaches use frequency-sampled
data to characterize the-port system. The advantage of this
approach is that the characterizing “information” may come
from a diversity of sources including full-wave simulation and
network analyzer measurements. A straightforward approach
to obtain transient simulation of frequency sampled networks
is to use the inverse fast Fourier transform (FFT) and obtain the
time-domain impulse response. For each time step the time-do-
main impulse response is convolved with the input waveform
to obtain the system response. The drawback to this approach
is the computational cost of the convolution process. One class
of frequency-sampled macromodeling [7], [8] expands existing
macromodeling techniques like complex frequency hopping
(CFH) to handle networks characterized by sampled data. CFH
is based on Padé approximations at multiple frequency points.
The method used in [7] overcomes the problem of the inverse
FFT and convolution method by effectively interpolating the
frequency response of the system using CFH. The drawback
to this approach is the need to perform an FFT to obtain the
frequency-domain corollary to the time-domain input functions
and then use an inverse FFT for every time-domain simulation
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performed. The technique is effective for ideal linear sources,
but cannot be applied to circuits containing nonlinear driving
devices such as MOSFETs.

The CFH technique used in [8] allows for simulation with
nonlinear devices. The difficulty in this method is that for every
moment, a corresponding derivative of eachparameter must
be computed using numeric integration across the entire time
spectra. This process has to be done for every frequency point,
which can be cumbersome for networks with a large number of
sample points, a high order of approximation, or networks with
many ports.

Another approach to frequency-sampled macromodeling
that is discussed in [1], [9]–[11] involves using direct rational
approximations instead of a moment-matching approach. The
macromodels obtained from direct rational approximations can
be used in conjunction with recursive convolution [12] to effi-
ciently simulate interconnects along with nonlinear devices in a
modified version of SPICE [13]. The method in [10] partitions
the data set into sections to avoid problems associated with
ill-conditioning and obtains low-order rational approximations
for each set. At the end of each section the resulting approx-
imation is added to the approximation obtained from the last
section and the resulting approximation is subtracted from the
original data for the next iteration. One of the drawbacks of
this approach is that each section adds more pole-residue terms
to the approximation. Consequently, the overall model has an
artificially large number of poles. A separate computation is
required in order to obtain a reduced-order model.

The method in [11] uses a novel approach that recursively
computes pole–zero pairs. The algorithm uses a least squares
curve-fitting technique to find an initial first-order pole–zero
approximation, then creates a new data set used for the next
approximation by dividing the original data by the first-order
approximation. The algorithm calculates a new pole–zero pair
with each iteration. The problem with the method discussed in
[11] is that the matrix systems formulated in this approach are
only valid for real poles, which restricts the application of this
technique to and circuits.

In [14], Brittingham shows the viability of a global rational
approximation technique that is much simpler than a section-by-
section or iterative approach. Brittingham showed that by con-
straining the poles of the rational approximation to be real or
complex conjugate pairs, it “forestalls failure of the method even
when the number of poles is very large.” The approach discussed
in [9] incorporates matrix equations that guarantee this condi-
tion. However, the matrix systems formulated introduce unnec-
essary ill-conditioning to the approximations by using squared
terms of in the numerator and denominator polynomials. An-
other limitation of this method is that the residue calculation for
complex conjugate pole pairs may lead to less accurate results.
The new technique presented in [1] overcomes these limitations.

The present paper expands the work of the macromodeling
algorithm discussed in [1] by adding some special considera-
tions that must be made for lossless () structures. This paper
also presents additional performance enhancements. The accu-
racy of the overall algorithm is improved using pole-clustering.
A method to test for passivity of the frequency-domain macro-
models is described. Section II describes the macromodeling

algorithm as it applies to lossless structures. An algorithm for
pole-clustering is discussed in Section III. A method to test for
passivity is presented in Section IV. In Section V, examples of
the accuracy and usage of the algorithm for several different
structures are given. Section VI provides some conclusions.

II. A PPLICATION TO LOSSLESSNETWORKS

The macromodeling algorithm consists of two steps. The first
step is to use rational functions given as a ratio of polynomials
to approximate the frequency-domain behavior of the elements
of the -matrix, or admittance matrix, of the-port structure.
The second step involves recasting the ratio of polynomials rep-
resentation for the -matrix elements into a new form using the
partial expansion representation to obtain the residues. In order
obtain a suitable model for lossless networks, several important
modifications to the derivation and equations presented in [1]
must be made.

The first step in the process is to extract the poles of the
system given the frequency-sampled data. Given theth ad-
mittance matrix element as a function of frequency, , a
rational approximation is made as follows:

(1)

where , is the total number
of frequency points, and is the order of the denominator
and numerator polynomials. The macromodel approach is
formulated for the -matrix elements, since the modified
version of SPICE mentioned earlier uses the partial fraction
expansion form of the -matrix elements. This ability to
generate macromodels of the elements of the-matrix for
high-frequency structures is important for the simulation of
systems for digital, mixed-signal, and RF applications.

Matrix equations of the form are formulated
by multiplying both sides of (1) and then separating the real
and imaginary parts of the result. For example, ifis even and

, the result is

(2)

The result of this formulation for other cases is given in [1].
For lossless structures it is known that the elements of the
-matrix are purely imaginary, thus . Conse-

quently, several columns of the matrix on the left-hand side that
is formulated in the first step of the process will be zero. In order
to obtain a solution to the system of equations, these columns
must be eliminated. Since all of the poles in a lossless network
are purely imaginary and come in conjugate pairs, the order of
the polynomials, specified by, in (1) must be even. The re-
sulting form of the system of equations for a lossless network
is given by (3) at the top of the following page, where the addi-
tional numerical subscript on indicates frequency points that
range from to . The system of equations given in (3) can
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(3)

be used to obtain the coefficients and and thus the fre-
quency-domain macromodel representation for the respective

-matrix element.
The second step of the algorithm is effectively a partial frac-

tion expansion of (1), except that (unstable) right half-plane
(RHP) poles are removed after factoring the denominator. If

is the network parameter, and m the number of left half-
plane (LHP) poles, then

(4)

where , and was specified in the first step of the pro-
cedure.

A new matrix equation is formulated to calculate (a con-
stant) and each residue , for each of the poles, , and the

values. The resulting matrix equation for the lossless
case is quite different from the equation for circuits with loss. A
lossless structure has purely imaginary conjugate pole pairs and
purely real residues. Consequently, (4) becomes

(5)

for the lossless case, whereis the number of imaginary conju-
gate pole pairs. The resulting matrix equation for the calculation
of the residues is (6) at the bottom of this page.

The poles and residues for a lossless () macromodel can
be generated from (3) and (6). The modifications made to the
process of calculating the poles and the residues allow the
method to correctly extract macromodels for lossless structures.

III. POLE CLUSTERING

One improvement to the technique is achieved by applying
pole-clustering after the poles have been computed for each
element of the -matrix. The elements of the -matrix of a
linear network have the same poles. However, numerical errors
inherent in the macromodel approximation will result in dif-
ferent -matrix elements having similar, yet slightly different
pole values. Pole-clustering is a method in which the poles of
different -matrix elements that closely match are averaged
together and then considered as one set of poles. The goal of
pole-clustering is to come up with a set of poles that is common
to all elements of the -matrix in the approximation.

The pole-clustering algorithm is very straightforward. First,
all the poles of are compiled into an initial list of poles.
The poles of the next -matrix element are then determined.
Each pole for the new -matrix element is then matched with
a pole from the initial list. A match is obtained if the differ-
ence between the location a pole in the initial list and a pole
for new -matrix element is below a specified tolerance. If this
difference is within tolerance, the initial list is updated with
a weighted average of the “clustered” poles. If any new poles
cannot be matched with any pole from the initial list, then the
initial list is updated with the new pole location. This process
of updating the pole list and comparing with the poles for each

–matrix element is continued for all the elements of the-ma-
trix. The pole-clustering algorithm is as follows.

...
...

...
...

...
...

(6)
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1) Create a data structure, clustered_poles, that will record
the values of clustered poles and whichparameter(s)
they belong to.

2) Start with the first parameter, , and copy all the pole
values into clustered_poles, and record that these pole
values belong to .

3) Let to the total number of -parameters:
A. Let to total number of clustered_poles.

i) Find the closest “matching” pole in to the th
pole in clustered_poles that minimizes

clusteredpole matchingpole

clusteredpole
ii) IF the “match” is within tolerance, THEN,

computed the weighted average (based on how
many -parameters currently contain theth
clustered pole) of theth clustered_pole and the
matching pole to compute the updated value of
the th clustered pole value. Next, record that
the th clustered pole is a member of the pa-
rameter .
OR

iii) IF not match is possible, THEN
add a new pole to the list of clustered_poles.
Then record that the new clustered pole is a
member of the parameter.

B. Scan through clustered_poles, and update array that
contains pole values that belong to.

A tolerance value of 0.5% achieves good results in the clustering
process and has been used for the examples presented in this
work.

IV. PASSIVITY TESTING

Another improvement to the technique is to add the capability
to test for passivity. By removing RHP poles, the algorithm does
ensure a stable system, but the macromodel is not guaranteed to
be passive. If the original data is passive and the approximation
is good it is expected that the resulting macromodel will be pas-
sive. All the macromodels extracted to date using this algorithm
and using an appropriate value ofare passive.

A passive network is a network that is unable to create energy
and does contain independent or dependent sources. A network
is passive if the Hermitian matrix, , whose elements are
equal to , where may equal , is positive semidef-
inite [15]. This means that when the network is
symmetric. For a nonsymmetric network for
the diagonal elements and for the off-di-
agonal elements. One interesting result of the positive semidef-
inite nature of is that for all diagonal elements
[16]. A matrix can be tested for positive semidefiniteness by
performing a simple algorithm called the Pivot Test [16]. This
is done by successively pivoting on the diagonal entries in,
first by pivoting on the first diagonal element , then pro-
ceeding by pivoting on the second diagonal element, and
so on. will be positive semidefinite if after the successive
pivoting process, the resulting matrix has nonnegative di-
agonal elements. This passivity test has been applied to lossy
networks.

A different passivity test must be used for lossless networks,
since passive networks have positive real matrices. One con-
dition for a rational function to be considered a positive real
function is that the residues of purely imaginary poles must be
positive and real [17]. This concept can be extended to all the
elements of the -matrix of a lossless network by generating
a matrix that represents the residues corresponding to each ele-
ment of the -matrix for the th pole. If the resulting matrix is
not symmetric, the off-diagonal elements are modified to make
it symmetric by using . The matrix will be
positive-real if the matrix is positive semidefinite. Thus if is
positive semidefinite, the macromodel is passive. Note therefore
that a necessary condition for passivity is that for all diagonal
elements of of a lossless structure the residues must be pos-
itive and real.

V. EXAMPLES

In this section, the macromodeling method is applied to sev-
eral examples. The first example is used to show how the choice
of the order of the rational function is important to obtain accu-
rate results. The following two examples show the results of the
macromodeling method applied to a simple lossless microstrip
structure as well as a more complicated waveguide structure.

Fig. 1 shows how the choice of the order of the polynomials
in the rational function (1) impacts the accuracy of the fre-

quency-domain macromodel for a three-section circuit.
This figure compares the real and imaginary values of
obtained from SPICE with the values of generated from
macromodels with varying orders of. Fig. 2 compares the
average error between the macromodel and the exact value of

for the circuit for different values of . The error is
computed by using

Error (7)

where is the average value of for all the frequency points
, is computed by SPICE at the frequency, and

is the value of at frequency computed by the
macromodel. The average error is computed by averaging (7)
for all values of and . The average error weights the er-
rors in all the -matrix elements on an equal basis and does not
focus on the error of one element over another.

In the circuit example, for a value of that is equal to
and above the threshold order of five (which happens to be the
actual order of ), the macromodel results overlay the SPICE
results very well. For macromodels that are generated with a
value of that is below the threshold order, the accuracy of the
approximation is usually very poor. The macromodels obtained
from below-threshold values of may not even result in a pas-
sive macromodel. Macromodels generated using values of much
greater than the threshold order are accurate but may contain
extra poles that have small residues that arise due to numerical
reasons. The threshold order in a real system corresponds to the
number of dominant poles.

The improved macromodeling procedure has been applied to
a lossless microstrip structure shown in Fig. 3. The lossless mi-
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Fig. 1. Frequency domain fit forY approximations to anRLC circuit. (a)
RefY g and (b)ImfY g.

Fig. 2. Average error (log scale) for varying orders of approximation of a
three-sectionRLC circuit.

crostrip is 3 cm long. The microstrip structure was simulated in
the frequency domain with a commercial transmission line sim-
ulator HP-ADS [18] to extract the parameters. This data was
used to develop a macromodel of this structure. Fig. 4 compares
the elements of the -matrix directly computed from HP-ADS
with the -matrix computed from the macromodel for the case
where . These results show that there is excellent agree-
ment between the macromodel and the original HP-ADS data

Fig. 3. Dimensions of a lossless microstrip structure.

(a)

(b)

Fig. 4. Comparison ofY -parameters computed by HP-ADS and 12th-order
macromodel for lossless microstrip example, (a)ImfY g and (b)ImfY g

Fig. 5. Transient simulation of the output voltage of a lossless microstrip using
HP-ADS and macromodeling technique.

and that a macromodel order of is sufficient to accu-
rately reconstruct the original data. The macromodel was used
in a transient simulation of the microstrip line. The circuit used
a 5-V step with a 0.1-ns rise time as a voltage source, a 1-pF
capacitor on the output, and a 10-source resistance. Fig. 5
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Fig. 6. Parallel-plate waveguide with dielectric post;a = 14 mm,b = 6 mm,c = 6.4 mm,d = 3.2 mm,e = 3.2 mm,f = 8 mm," = 8:2.

compares the value of the far-end voltage of the line from a
direct transient simulation from HP-ADS and a transient sim-
ulation using the rational function form of the macromodel in
AZSPICE. This figure shows excellent agreement between the
original and macromodeled results.

The macromodeling technique was applied to a structure that
was modeled using a full-wave simulation approach based upon
the solution of Maxwell’s equations. This example demon-
strates the capability of the technique to obtain an accurate
frequency-domain macromodel given full-wave simulation data
of a complex structure. A finite-difference frequency-domain
(FDFD) full-wave simulator tool [19] was used to obtain the
two-port -parameters of a parallel-plate waveguide structure
with a dielectric post, as shown in Fig. 6. The presence of
the dielectric post in the waveguide generates higher order
modes in the waveguide. The frequency behavior of these
modes are neglected when simple equivalent circuit models
are used to simulate this structure, and thus it is important to
use a full-wave simulation approach to capture the appropriate
frequency response.

The FDFD simulation approach can be used to obtain many
frequency points, but only a fraction of them are actually needed
to obtain a suitable macromodel approximation. To obtain the
macromodel, the -parameters are first converted to-param-
eters using the following transformations [20]:

(8)

(9)

(10)

(11)

(12)

(13)

Fig. 7. Y -parameters computed by FDFD and macromodel (n = 32) order
for parallel-plate waveguide example. (a)ImfY g and (b)ImfY g

where is the waveguide impedance that is used as the ref-
erence impedance from which to characterize the-parameters



ELZINGA et al.: APPROXIMATION MACROMODELING ALGORITHM FOR NETWORKS CHARACTERIZED BY FREQUENCY-SAMPLED DATA 1467

of the post. The parameteris the width, and is the height of
the gap of the parallel-plate waveguide.

The -parameters were computed using-parameter data
from the FDFD simulation at 126 frequency points ranging from
100 MHz to 13.9 GHz. A macromodel of the-parameters
was generated for a value of . Fig. 7 compares the ele-
ments of the -matrix directly computed from the FDFD simu-
lation and with the values computed from the macromodel. This
figure shows that the FDFD results and results obtained from the
macromodel are in good agreement. The large fluctuations and
resonances in the frequency response are accurately reproduced
with the macromodel.

In order to determine the correct order of this model, sev-
eral different macromodels with were conducted. Polynomial
orders of and were tried. The average error
computed from (7) was computed for these cases and com-
pare. When , the average error between the original

–parameters and the approximate–parameters was 91%.
When , the error dropped to 83%, and when
order approximation the error dropped to 42%. When ,
the error dramatically dropped to 0.693%! This example shows
that it is important to compute the proper order ofto obtain
accurate results and that even a slight increase incan result in
significant accuracy in the resulting macromodel.

VI. CONCLUSION

With the passivity test, pole-clustering, and the lossless
extension, the global rational approximation macromodeling
technique has been greatly improved. The new algorithm
provides the microwave circuit designer with an improved
design tool that can generate accurate frequency-do-
main macromodels of complex interconnects. For digital,
mixed-signal, or RF applications the macromodels enable
circuit designers to obtain transient simulations of complex
interconnect structures characterized by frequency-sampled
data along with nonlinear devices like MOSFETs. By
modifying the algorithms associated with the pole-residue
calculations, the overall result is a fast and accurate al-
gorithm capable of correctly handling both the lossless
and lossy case. The improvements have also increased the
accuracy of the pole calculations and provided a method to
evaluate passivity of the result.
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