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Abstract—Electromagnetic phased arrays can be used to
preferentially heat tumors, potentially providing clinical benefit
in oncological applications. Synthesizing a temperature field that
exposes cancerous cells to sufficiently elevated temperatures while )
not harming healthy cells is not a trivial problem, and can often ( P
be assisted by the use of computational models of the patient. In ¥ | I
this paper, a method for determining phased-array driving signals ;
that result in a clinically favorable temperature distribution is [..:
presented. It is shown by example that simply focusing the power T—
deposited over the tumor is not sufficient to guarantee that the
peak temperature elevation occurs in the tumor in biological
media. To remedy this, the temperature is predicted by a simple
computational model and directly optimized as a function of
the phased-array driving signals. To facilitate this optimization,
superposition principles are used for both the electromagnetic
and thermal models to minimize the number of computationally
intensive forward problems that must be solved.

Index Terms—Computational electromagnetics, hyperthermia,

phased-array synthesis. Fig. 1. Schematic representation of an APA of dipole antennae surrounding

a patient volume{2) containing a tumof 7). A water bolus usually fills the

volume between the APA elements and patient.
I. INTRODUCTION

YPERTHERMIA, or selective temperature elevation, cagifficult problem since the specific inhomogeneities vary from
be used to treat cancerous tumors. It has been found tpatient to patient. Additionally, the amount of power that can

cancerous cells subjected to elevated temperatures are rendgeegeposited in the tumor is frequently limited by the formation
more sensitive to chemical toxins and x-irradiation [1]. Hypeigf undesired “hot spots” or auxiliary focal points, which can
thermia can, therefore, be used to reduce the amount of convgiate patient discomfort.
tional surgery, chemotherapy, and radiation necessary to tre%urrenﬂy, the most popu|ar approach for providing hyper-
cancer, reducing their associated undesirable side effectsiHermia to deep-seated tumors noninvasively is to use an array
order to achieve these beneficial effects, a hyperthermia systgfapplicators placed around the periphery of the patient, al-
must be able to preferentially heat the tumor, increasing the teggwing constructive wave interference to be exploited in heating
perature in the majority of the tumor volume above“@3 In  the tumor. Devices designed on this principle are usually re-
addition, the hyperthermia system should not raise the tempgirred to as annular phased arrays (APAs) [3]. In an APA, the
ature of surrounding healthy tissue above’@J2]. individual array elements are placed in a regular concentric pat-

Electromagnetic radiation may be used to induce hypegrn around the patient. Fig. 1 schematically depicts an APA
thermia via ohmic heating of the tumor. A good deal of researgl dipole antennae. A bolus filled with deionized water gener-
over the past two decades has been conducted on the modelimgfills the space between the antennae and the patient to pro-
of the electromagnetic and thermal aspects of RF hyperthermjgie impedance matching and superficial cooling. The ability to
One of the problems for which the existing research has not y@oose the excitation amplitudes and phases of the elements of
provided a satisfactory solution is the focusing of electromaghe array provides considerable flexibility in shaping the resul-
netic radiation to preferentially heat “deep-seated” (locategint power distribution pattern. However, the difficulty in non-
more than 7 cm below the surface of the skin) tumors. FOCUSiﬁlﬂlasiveW monitoring power deposition and temperature eleva-
of energy through inhomogeneous patient tissue itself istign together with the risk of damaging healthy tissue in a living
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In response to this difficulty, a number of works hav§l8]-[21] and validation of the predictions made by the FDTD
appeared which proposed systematic methods for determininghis context has been performed [22]. Since the FDTD has
phased-array driving signals in order to synthesize a favoralhodest computational requirements, a full three-dimensional
deposited power distribution. Two early pioneers in clinicahodel of the patient and applicators can easily be simulated.
applications of this type of procedure [4], [5] described ifhis is in contrast to the volume-surface integral-equation
detail a procedure in which medical images (usually comput@dSIE) technique used in [2], which required that the water
tomography (CT) images) of a specific patient are used bwmlus of the applicator be approximated as an homogeneous
construct a computational electromagnetic model of the patidr#tickground medium to ease computational requirements. It has
[6], [7]- The hyperthermia applicator to be used in the treatmerdcently been shown that surface-wave phenomena along the
session is then also incorporated into the model. Numeridalus—air interface may play a significant role in the behavior
optimization procedures could then be used to determine thiethe APA [23] and can be captured by the FDTD. It should
driving phases and amplitudes of the array in order to optimakyso be noted that, as in [9], it is possible to model the effects
preferentially heat the tumor. Significant extensions and refinef array element coupling in the FDTD.
ments of this idea have also been reported recently [8]-[10].Finite differences are also used in this work to numerically
However, it is well known that the clinical effectiveness of anodel the steady-state bio-heat transfer equation (BHTE)
hyperthermia treatment depends on the temperature elevaf>#]. The limitations of the BHTE are well known, but for
achieved inside the tumor, not the power deposited. Compligre relatively large tumors, which are candidates for deep RF
thermodynamic effects, the most significant of which is bloodyperthermia, its ability to predict temperature elevations is still
flow, may render a promising power deposition distributionseful. The BHTE has been used and validated to some extent
useless in terms of the resultant temperature elevation. previously in the modeling of electromagnetic hyperthermia

In order to overcome this difficulty, a number of researchedevices [25], [26]. Numerical solution of the BHTE provides
have proposed the direct optimization of the temperature filse capability to model arbitrary three-dimensional inhomo-
itself. The work presented in [11]-[13] suggested using tergeneities in thermal constitutive parameters of the patient. This
perature measurements along with a model-fitting procedureisnin contrast to the approach used in [14], in which a detailed
order to find a linear state-space dynamical model of the hypéiree-dimensional model of the electromagnetics was used in
thermia process. Once this model is found, the resultant teaonjunction with the half-space Green’s function solution of
perature field may be optimized in a straightforward mannghe BHTE. Such a thermal model is necessarily approximate
An alternative approach is presented in [2], [4], and [14]-[16&nd wastes information about tissue inhomogeneity obtained
in which a detailed electromagnetic and thermal model of tl the formation of the patient-specific electromagnetic tissue
patient is constructed based on medical images, and the optoddel.
mization process is carried out on this computational representaSpecial emphasis is placed in this paper on the efficient opti-
tion of the patient. The advantage of the former approach is tmization of the temperature field. To achieve an efficient opti-
feedback control may be used in order to continually monitonization, a superposition principle is introduced similar to that
and adjust the treatment. The advantage of the latter approadtetently proposed in other works [15], [16]. However, unlike
that it can incorporata priori information about the patient and,the Monte Carlo search procedure used in [15], this work em-
therefore, eliminate the need fonadel-identificatiorstage of ploys a gradient-descent scheme to optimize the temperature
the treatment process, which may be intolerably long [11]. Adield. To facilitate the efficient evaluation of both the objective
ditionally, the assumption of linear dynamics, which is typicalljunction and its gradient, this paper provides the extension sug-
necessary for model identification, is not rigorously justifiablgested in [16] of the superposition principle to the evaluation
for phased-array applicators. of partial derivatives of the temperature field with respect to the

In this paper, a method for the determination of APA drivinghased-array driving signals.
signals is proposed, which makes use of a (possibly patient-spethis paper provides a detailed account of the formulation and
cific) computational model of the APA and patient. Once sudmplementation of the proposed method along with illustrative
a model is obtained, a nonlinear optimization problem is fonumerical examples of its use. Section Il motivates the use of an
mulated based on the requirement that the steady-state tempptimization criterion and describes the efficient numerical de-
ature field be clinically beneficial. This optimization problentermination of optimal driving parameters. Section Ill provides
is then solved numerically in conjunction with the computaexamples of the use of the method using an anatomically de-
tional model. This procedure may be used to determine a setaifed two-dimensional patient model. An example is provided
driving parameters to provide acceptable hyperthermia withdatwhich the point of peak temperature elevation does not co-
exposing the patient to the risks of tuning the parameters orineide with the point of peak power absorption, evidencing the
the treatment has begun. Additionally, the same patient modeled for direct optimization of the temperature field. A three-di-
may be used with several different applicators in order to detenensional example involving a muscle-equivalent phantom is
mine the relative merits of each applicator. included to illustrate the efficiency of the method when ap-

The finite-difference time-domain (FDTD) [17] method isplied to computationally intensive three-dimensional models.
used in this work to numerically model the electromagnetics &ection 1V discusses possible refinements of the method, in-
the hyperthermia applicator and patient. The use of the FDTduding the use of alternate thermal models and various numer-
in hyperthermia treatment planning has been widely reportaxdl methods for modeling and optimization.
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IIl. METHOD driving parameters for whiclf # 0 and using an unconstrained
a§garch procedure in order to try to achieve= 0, whereas

In this section, the details of the proposed method . i ) :
0 systematic approach is immediately apparent for trying to

presented. Motivation is provided for the formulation of af© S )

optimization problem whose solution corresponds (Wh(eqwChleve (2) dlre_cFIy. . , -

possible) to an idealized temperature field. An electromagneticIn summary, itis desired to find a set of APA driving param-

and thermal superposition principle is introduced to reduce tﬁgers that satisfy

computational cost of numerically performing the optimization. " = arg min J (w) 4)

A. Formulation of an Optimality Criterion where the performance indeiw) is as defined in (3). In the
Let © denote the volume of the body of the patient ardie- above,x* is any vector (not necessarily unique) that achieves

note the volume of the tumor, as depicted in Fig. 1. A reasonaldite minimum of./.

goal for hyperthermic treatment of the tumor is to find a set of ) _ S

APA driving parameters such that the resultant steady-state tdfn-Numerical Modeling and Optimization

perature fieldl'(r) satisfies the following inequalities: In order to solve the optimization problem (4) without actu-
ally applying many different driving signals to an array and mea-

I(r) 211, TeT suring the result on a patient, it is necessary to have a model that

T(r) <T>, r e Q\7 (1) can predict the steady-state temperature field resulting from a

given input. In this paper, this is accomplished by the numerical
whereZ] is the minimal desired temperature in the tumor anEDTD [17] model of the electromagnetics and a finite-differ-
T5 is the maximum temperature allowed in healthy tissue. In thisice—-BHTE (FD-BHTE) model [28]. Together these two tech-
way, temperature elevations high enough to facilitate cytotoxiques give the capability to predict the steady-state temperature

are experienced only in the tumor. field due to a given array excitation.
As a practical matter, the above specifications (1) are en-The state of the APA may be defined by the real and imag-
forced only at a finite number of points inary parts of each of thé& excitations. These can be lumped

together into &N vector
T(rt)>T, forp=1,2..., P

1 g N
T('r(};) <175, forg=1,2,...,Q (2) u= (ug*l)v u7( )7 A ug\)v u7( )) ®)

wherer, € 7 are points inside the tumor volume ar[zde O\7 where the notation " andugl) refer to thereal andimaginary
are points inside healthy tissue. However, even with the lgsarts of the driving signal of thith element of the array, respec-
stringent requirement that the inequalities be met at a discrétely. Note that it is only necessary to U¥ — 1 parameters to
number of points, the possibility exists that no set of drivingharacterize the array, e.g., tNeamplitudes andv — 1 relative

parameters can be found that satisfies (2). phases. Definition (5) adds one unnecessary dimension to the
As an alternative, consider the goal of the minimization of thetate of the applicator. However, this will serve to considerably
performance index simplify notation in the developments that follow. In this formu-

P lation, itisimmediately clear that the excitation parameters need
1 ) ; 2 not be restricted in any way. Additionally, the use of the real
J(u) = P Z [mm {T(r) =11, 0}} and imaginary parts instead of the amplitudes and phases of the
p=t o driving signals (as in [14] and [16]) has been found through ex-
W . h 2 perience to render the optimization problem better conditioned
+§ z_: [mm {T2 = T(ry), 0}} ®) numerically.
o=t A naive way to begin the minimization of (3) would be to use

whereu is a vector representing the set of array driving pararf?€ FDTD and FD-BHTE models and directly compute the tem-
eters (which will be defined more precisely in Section 11-B) angerature distributions and estimate the gradients in the course
11 is a free parameter used to adjust the relative importance@f numerical search procedure. However, due to the consider-
heating the tumor and protecting healthy tissue. It is clear tifle expense of resolving the electromagnetic [5] and thermal
the minimal value/ = 0 is achieved if and only if (2) is exactly models [4], an alternative method is pursued here which mini-
satisfied. Additionally, it should be clear that increased valu&dizes the number of uses of the FDTD and FD-BHTE numer-
of J correspond to more serious violations of (2). ical procedures.

The adoption of the minimization of (3) asthe goa| of the pro- Since the E|eCtr0magnetiC field is linear in terms of individual
cedure has in essence accomplished two things. First, minimi@gment excitations, it may be computed as

tion of J implies that the inequalities (2) are enforced “softly,” N
i.e., that they are met as closely as possible. In fact, the function E(r) = Z (u(’z) + ju(l)) E® (r) (6)
J can be interpreted as a penalty function [27], which frequently T

A ) N . A =1
appears in the conversion of constrained optimization problems

into unconstrained problems. Secondly, the minimizatiod of whereE“)(r) is the electric field produced by unitary excitation
can be accomplished systematically by taking an initial set of thelth element of the array in solitude.
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In a similar way, the total specific absorption rate (SAR), aelated to perfusion and boundary conditions, dnd anM x
time-average power deposited per unit mass of tissue, canMenatrix generated from the finite-difference approximation of

computed the differential operator. For Dirichlet boundary conditions, the
" N 2 mth element of each of these vectors may be expressed as
A O 4 O\ pO®
SAR() = 2205 [ (u? +5u®) EO@)| . @) T, =T(r,) (13)
It is convenient at this point to define the cross correlation of the (1) = (1 = d(m)) o, JSAR(Tm) (19
P = (1= d(m)) vy (r2)Ts + d(m)T(r)  (15)

electric fields due to thé&h andkth array elements

_ t . whered(m) is equal to one if the point,, is on the boundar
Su(r) = B (T)E(k)(T) (8) and zerE) if)it is r?ot. When the poir?m is on the boundary, th)(/e
where denotes conjugate transposition. Notice that this is7ath row and column ofA are empty, except for a unit diagonal
complex-valued scalar whose value varies with position insi§é€ment. Otherwise, the matrix consists of entries related to the
the patient. It will be apparent later that it is advantageous fipite-difference approximation of the differential operator [28],
express the SAR in terms of the cross correlation [32].
At first glance, it would seem that the system (12) needs to be

o(r) N X IR0 &) Lo () = solved each time any component of the input vector is changed.
20(r) Z Z (“r I ) (“r TIU; ) Zu(r)- This could quickly lead to a computational bottleneck in an opti-
) mization procedure [4], because many temperature field evalua-

tions are typically necessary in the course of a numerical search

In order to predict the steady-state temperatures once the SB{Rcedure. However, closer examination of (12) reveals two im-
field is known, it is necessary to have some type of therm@prtantfacts. Firstly, the vectardoes not depend on the input,
model. One of the simplest thermal models that can adequatélys, the temperature vectB, = A d can be computed once
describe the evolution of temperature in biological media is ti#@d stored. Secondly, the definition of the vedttwgether with
BHTE [24] due to Pennes. The steady-state form of the BHTHe compact expression (9) for computing the SAR at any point
is given by reveals that any element bfimay be expressed

SAR(r) =

=1 k=1

V- k(r)VT(r)+up(r) (Ta—T('r)) +p(r)SAR(r) =0 (10) b — a(';m) Z Z (%(’l) —jugl)) (uff“)-kjugk)) Emw(rm).

where k (Wm~1K~1) is the local thermal conductivityy, =1 k=1

(Wm—3K 1) is the product of the specific heat of blood and its (16)

local mass flow rate per unit volume, afig (K) is the arterial . N

blood temperature. The effect of metabolic heat generatigrqls’ in turn, implies that the vectrcan be expressed

has been neglected since the heat generated by hyperthermia 1 X

applicators is typically an order of magnitude greater than this. b=3 > (u,(,l) —jugl)) (uf’“) —i—jugk)) By, (17)
Equation (10) requires a set of boundary conditions in order to =1 k=1

have a well-defined solution. Typically, a convective boundagyhere a set of weighted correlation “basis” vectds, have

conditionis imposed at the tissue—bolus interface and a Dirichﬁﬁ{pnciﬂy been defined, which havl — d(m))o(Tm )Zu ()

(fixed-temperature) boundary condition is imposed on the axigls theinsth element. If theV2 basis vectors are formed and the

plane surfaces where the patient model is artificially truncat%mperature distribution due to each of théfy, = Z_lBlk)

In this paper, only inhomogeneous Dirichlet boundary condi found and stored, then the temperature due to an arbitrary set

tions are used for simplicity (as in [15]) of excitation parameters can be readily calculated as follows:

T(T)|b011ndary = Tb (T) (11) N N
1 O (0 4 ()
. : : _ =T+ u,(,l)—'u( u® + ju® ) Ty
where the boundary is taken as union of the tissue—bolus inter- ¢T3 ; ; ( Tt ) ( Tt ) ”‘
face and the surfaces at which the human model is artificially (18)

truncated. It is assumed that the temperature of the tissue—bolus
interface is fixed at 16C, and that of the body (used at the arti- When using gradient-based search procedures to numerically
ficial truncation boundary) is fixed at 3T. minimize (3), it is also necessary to repeatedly compute partial

No matter what type of boundary conditions are assumetkrivatives with respect to the excitation parameters. These can
the differential operator in (10) can be approximated by finitee computed from the following formula:
differences, yielding (together with the boundary conditions) a » _
linear system for the temperature at a discrete set of points Vo (u) = 1 Z { 0, ) if T(r}) 2 Tlf

u P 2T (r}) — T1|VWuT(1}), else

AT = b(u) +d. (12) o

I 0 if T(rh <T:
In the above expressioff; is anM vector of temperatures at + L Z { 27T N g(lv— T2 N |
M distinct points in spacé(w) is a vector related to the local Q g=1 [L(rg) = TaIVul(ry), else.

heat deposited, which depends on the indus, a forcing term (19)
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The evaluation of the gradients in the above expression can O‘{fﬂfjﬁ?j’?
be accomplished in an efficient manner by manipulating (18) to ..
arrive at / \
N T ] y
o ‘
—=T(r) = u,(,k)m{cTka} - uE’“)%{cTka} (& - | 3
o™ k=1 %% { é L \ b8
- ] g runk Model ) [
(20) g | T |2
N T - CSle o ©
_8 T(r;) = Z ugk)ﬁ%{cTka} + u,(,k)%{cTka} \\ Il ooLe
auz(m) = | ] \
(22) ! ek e
X “ 7

Z X S —

whereR{-} and 3{-} denote the real and imaginary parts of Quadrant 4

their arguments, respectively, aads a vector consisting of all
zeros, except for one in the position corresponding itt is as-
sumed that the discrete positionﬁ,(r’;) involved in the com-
putation of the performance index coincide with points at which
the temperature field is known from the FD-BHTEY, axial symmetry exist, two-dimensional models, although ap-
The evaluation of the performance index and its gradient feloximate, can provide valuable insight. In the axial midplane
quires the one-time cost of evaluating thé basis vectors. It Of & patient surrounded by an APA efdirected dipoles, some
then costs very little to compute gradients and function valu@¥ial symmetry does exist.
on the fly In a naive implementation, where the FDTD and Fig. 2 depicts the axial midplane of the APA enclosing a water
FD-BHTE are continually used to compute function values aflus and the human trunk. The radius of the APA is taken to be
gradients as the driving signals are changed, each iteration38fcm, which corresponds to that of a commercially available
a search procedure would be considerably more expensivedfyice [23]. The elements of the APA are dipoles, which are
practice, for detailed three-dimensional computational modefgodeled in the two-dimensional FDTD kydirected line cur-
the number of unknowns required for detailed modeling mak&gntsources. Eachindependent element of the array is composed
this a considerable hindrance to optimization. of two adjacent dipoles, leading to four independent quadrants.
In summary, the proposed procedure is: 1) use the FDTD toFig. 3 depicts two anatomically realistic models, which have
compute the electric field&® (r) due to each of théV in- been obtained based on the segmented human model presented
dependent array elements; 2) compiite = Zild using the in [30]. Each model is composed of six distinct tissue types:
FD-BHTE; 3) form theN? basis vectord3;;, and compute the bone, colon, fat, muscle, spinal nerve, and tumor. The spatial
N2 quantitiesT’y, = 4 'By:and 4) begin a numerical searctesolution of these models is 8 mMmwhich is also the spa-
procedure to minimize/. In this paper, the Fletcher—Reevedial resolution used for both the FDTD and FD-BHTE models.
variant of the conjugate-gradient (CG) method of unconstraind€ temperature at the tissue—bolus interface was assumed to be

nonlinear optimization, as described in [27], is used to try t40 °C, which corresponds to the case when the deionized water
drive the performance index to zero. in the bolus is used for cooling the patient. The electromagnetic

operating frequency was chosen to be 85 MHz, which is within
the operating range of available devices and avoids possible res-
onances in the FDTD model recently reported [23]. The compu-
In this section, two numerical examples of application of thgtional domain of the FDTD is truncated by five cells of the per-
method are presented. The first example employs an anatofgktly matched layer (PML) [31] in each direction. For further

cally realistic model of a human trunk to illustrate the ability ofjetajls of the numerical modeling used, the reader is referred to
the method to deal with inhomogeneities in the patient moqglz]

and the importance of thermal inhomogeneities in treatmentm' each model. a circular tumor of radius 2 cm has been

planning. The second example employs a three-dimensiopflceq. The position of the tumor is not meant to mimic any
model of a tissue-like phantom designed by the Center fofecific type of cancer. The two tumor locations were chosen
Devices and Radiological Health (CDRH) Division, Unitedq, the challenge they pose to achieving acceptable tempera-
States Food and Drug Administration (FDA). The discretizatioye gistributions. In the first model [Fig. 3(a)], the tumor is in
of the three-dimensional model leads to a computationaiye immediate vicinity of unperfused tissues, which creates dif-
intensive optimization problem. It is shown that the methog ity in achieving a favorable temperature distribution in the
proposed in this paper is considerably more efficient thanygyor even if the SAR can be focused there. In the second model
naive optimization in this case. [Fig. 3(b)], the tumor is offset 10 cm away from the center of the
APA, requiring careful phase and amplitude selection to focus
the SAR in the appropriate position. The electromagnetic and

In this section, examples of the optimization technique atkermal properties of the various tissue types used in the simu-
considered that involve two-dimensional anatomically realistiations in this paper are summarized in Table | and have been
models of the human trunk region. When conditions of stroraglapted from [33]—[35].

Fig. 2. Two-dimensional model of an APA and human trunk. The APA has
four independent elements (quadrants), each composed of two dipoles.

I1l. NUMERICAL EXAMPLES

A. Two-Dimensional Analysis of a Realistic Human Trunk
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Fig. 3. Realistic tissue models of the human trunk used in the two-dimensional (a)
modeling. (a) Central tumor. (b) Tumor offset 10 cm from center. . ' . . :
20»
TABLE | 15t
ELECTRICAL AND THERMAL PROPERTIES OFTISSUES AT85 MHz g
10
(]
k Up € o S
Tissue Type (Wm™K1) | (kWm—*K) (@ 'm™1) 89
Tumor 0.50 1.25 80 0.72 § ok
Tumor (well-perfused) 0.50 3.33 80 0.72 <
Muscle 0.50 5.50 68 | 072 g®
Spinal Nerve 0.52 0 50 | 0.33 S0l
Fat 0.23 0 13 | 007 2
Colon 0.56 0 86 0.66 15}
Bone 1.47 0 15 0.15 20} ‘ ‘ .
20 10 0 10 20

Distance from Midplane (cm)
Fig. 4 shows the result of uniform phase and amplitude-(
{1,1,1, 1, 1, 1, 1, 1}*¥'//2) excitation of the array. (All vec- (b)
tors reported in this section have been normalized such thgf 4. Result for equal phase and amplitude driving of the APA on all four
|u,(,1) + ju§1)| = 1. The overall power level is left as a degree]uadrants. The center of the 2-cm-radius tumor is indicated by a €s0gs
ot _~iThe operating frequency is 85 MHz. The tissue—bolus interface is indicated by
of frev_edom for thg optimization, put .the nature Qf the two-di; ;. ine. (a) Steady-state temperature. (b) SAR,
mensional approximation makes it difficult to estimate the true
power level needed in practice.) The tumor is located in the

center of the array, thus, this is the most intuitive excitation to

use, and it is clear from Fig. 4 that the SAR is indeed focused
on the tumor. It is evident, however, that the unperfused colon :5'
and bone tissues experience the highest temperature elevations 510

Fig. 5 shows the result obtained when the optimization tech- o ~
nique described in this paper is used. Here, the parameters for £ 5 &
optimization used weré, = 44 °C, T, = 41 °C, u = 0.02, g 0
P = 45, and@ = 1140. All of the points available from g0 3
the FD-BHTE have been incorporated into the computation of £ g
the performance index, resulting in large valuesfoand Q. 8 > E
It is noted that in this cas@/P =~ pu, so that approximately 7310
equal weight is given to any violation inside the tumor and ©
any violation in the healthy tissue. The optimal relative driving 15
signals obtained were = {0.1964, 0.9805, 0.0536, 1.7888,

1.8212, 1.6693, 1.5596, 0.6599}%". It is seen from Fig. 5 that 15 E1)O 5f OMd I5 10 15
although the result does not heat the tumor completely uni- istance from Midplane (cm)
formly and heats some of the healthy tissue to abfve= _ , - o

°C. the result is certainlv much more acceptable than tﬁé;.s. Temperature field resulting from optimized driving signals for centrally
41 Al . Yy e p ated tumor. The center of the 2-cm-radius tumor is indicated by a €xoss
unoptimized result of Fig. 4. This is a case where, due to thed the tissue-bolus interface is indicated by a solid line.
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Fig. 6. Temperature field resulting from optimized driving signals for tumdf'd: 7- Temperature field resulting from optimized driving signals for a
offset 10 cm along the major axis of the patient. The center of the 2-cm-radif§!l-Perfused tumor offset 10 cm along the major axis of the patient. The center

tumor is indicated by a crogs<) and the tissue-bolus interface is indicated by the 2-cm-radius tumor is indicated by a crdss) and the tissue-bolus
a solid line. Interface is indicated by a solid line.

. . . . o Muscl
inhomogeneity in perfusion rates, detailed thermal modeling is e

essential to obtaining an acceptable solution. \ s
Next, the preferential heating of the tumor offset 10 cm ‘
from the center of the trunk, as depicted in Fig. 3(b), is \
considered. Fig. 6 depicts the optimal result obtained in
this case, where the parameters for the optimization have \ )
been selected as in the previous example. It is clear that a - er——

strong focus in the temperature field is possible in this case, 32cm -

generating a desirable result. It should be noted that, in this _

case, the tumor is surrounded by muscle, which has simifa§- 8- Cross section of the 57-cm-long CDRH phantom.

thermal constitutive parameters. The optimal relative excitation

vector obtained was = {0.9998, 0.0183, 0.0244, 0.5429, ture field considerably easier than in the case where the back-
—1.1243, 0.1705, 0.1528, 0.8187}7". ground is heavily inhomogeneous.

Fig. 7 shows the optimal result obtained when attempting The APA considered here is the same as that in the two-di-
to heat the same tumor, but with the tumor assumed to krnsional modeling. The dipoles are 44 cm in length and are
much more well perfusedu{ = 3300 Wm~2K~!). It can modeled simply as-directed current sources with a sinusoidal
be seen that, although a focus is still obtainable in the temdependence in the FDTD. Again, the RF operating frequency
perature field, it is more diffuse since the perfusion tendgas chosen to be 85 MHz. The thermal boundary conditions
to remove heat away from regions of elevated temperassumed wer@ = 10 °C at the tissue—water interfacg, =
ture. The optimal relative excitation vector obtained wags °C at the tissue—air interface, afid= 37 °C at the upper

u = {0.9972, —0.0753, 0.0960, 0.6072, —1.1098, 0.2138, and lower surfaces of the phantom.
0.2390, 0_.8930_}T, which is, as expected, quite similar to the [n the three-dimensional case, the number of unknowns in the
one obtained in the last example. thermal model rises from 1185 for the two-dimensional model

to 39 584. If detailed highly accurate temperature information is
required, this number could be even larger. Table Il evidences
the savings in computation time made possible by precomputing
In this section, results of application of the proposed methdide 16 basis temperatures and superposing them via (18), (20),
to a three-dimensional model of the CDRH phantom are prand (21) to evaluate the objective function and its gradients (re-
sented. Fig. 8 depicts the CDRH phantom, which is an elliptictdrred to as the superposition method in the table) rather than
cylinder, 57 cm in length, with major and minor axes of 32 anasolving the FD-BHTE system for each function and gradient
22 cm, respectively [23]. It is mostly composed of muscle, witbvaluation (referred to as the direct method in the table). In prac-
a thin superficial fat layer 1 cm in thickness around its circuntice, it was found that for a relative functional tolerance of10
ference. Once again, spherical tumors 2 cm in radius have bd®r-20 iterations of the CG are needed for convergence of the
placed in various positions in the phantom. It is noted that, optimization problem. The line minimization in the nonlinear
the results of this section, the tumors have been assumed tdCiég2 method requires about five function evaluations per itera-
well perfused exclusively since the homogeneous backgrouimwh. This implies that 50—100 function evaluations and 10-20
(muscle) of the tumor makes achieving a focus in the tempegradient evaluations were needed in the course of a typical op-

B. Three-Dimensional Analysis of a Phantom
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TABLE I
AVERAGE CPU TiME REQUIRED ON A500-MHz DEC ALPHA FOR ONEFUNCTION AND GRADIENT EVALUATION

Method of Function Evaluation Method of Gradient Evaluation
Direct Method | Superposition | Direct Method | Superposition

Model | Unknowns

2D 1185 0.10 s 0.04 s 0.57s 0.05s
3D 39534 1.53 s 0.69s 10.38 s 0.65s

timization. The CPU times in Table Il (for a 500-MHz DEC 20
Alpha) show that the time to compute the objective function is
reduced by a factor of approximately two and the time to com-
pute the objective function’s gradient is reduced by a factor of
approximately ten when the superpositioning technique is used.
Considering the large number of function and gradient evalua-
tions needed, this leads to a considerable savings in computation
time when the superposition method is employed.

Fig. 9 shows the temperature distribution obtained when
the tumor is located centrally in the phantom. Here, the
parameters for the optimization used wefe = 44°C,

T, = 41°C, p = 04, P = 13, and @ = 586. All of

the points available from the FD-BHTE in the axial mid- 10 o 10 20
plane have been incorporated into the computation of Distance from Midplane (cm)

the performance index. The optimal relative driving sig-

nals obtained wera: = {0.7099, 0.7043, 0.7370, 0.7425, (@)

0.6539, 0.6629, 0.7058, 0.6953}7. The estimated powers
delivered to each quadrant in this case were 46.7, 48.5, 45.3, 1°
and 46.3 W for quadrants 1-4, respectively.

Fig. 10 shows the temperature distribution obtained
when the tumor is offset 10 cm along the major axis of the
phantom. The parameters for optimization used were the
same as the previous example. The optimal relative driving
signals obtained were = {0.6765, 0.7364, 0.0411, 0.3292,
0.6377, 0.7165, 0.4326, 0.2989}7. The estimated powers
delivered to each quadrant in this case were 32.4, 15.6, 21.3,
and 15.9 W for quadrants 1-4, respectively. 15
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IV. EXTENSIONS Distance from Midplane (cm)

It should be noted that the gradient-based search procedure (b)
used I_n this papen_s nOtarOngtglqbal optimizer. Many Su_pe”ﬂ&. 9. Temperature field resulting from optimized driving signals for a
techniques, especially combinatorial ones such as genetic alg@t-perfused tumor embedded in the CDRH phantom. The center of the
rithm and simulated annealing, exist for finding true global ex-cm-radius tumor is indicated by a crdss). (a) Axial midplane. (b) Coronal
trema in nonconvex optimization problems. The technique pr3idPlane:

posed in this paper can still be used, however, to accelerate éhe th itati ¢ If th . . t
many function evaluations required in these techniques. ence on the excitation parameters. ese two requirements

Nikita et al. [14] and Langet al. [16] have both used stabi- are met, the temperature field can be decomposed into a sum of

lized Newton-type techniques successfully for steady-state teﬁr_npera_lture fields due t(_) e"?ICh mdepende_nt element of the cross
perature optimization. Expressions for the Hessian similar ?8rrelat|on of the_electrlc fields. Convective boundary condi-
(19), (20), and (21) can also be derived in terms ofAffebasis ftions and alte_rnatlvg thermal T“Ode's to th_e BHTE may, there-
temperature vectors. It is, therefore, also possible to accelerf&ree ,.be used in conjunction V.V'th the techmqqes of thls_paper 0
a Newton-type optimization scheme using the techniques pR{_owde enhanced efficiency in temperature field optimization.
posed in this paper.

Note that the ability to find explicit expressions for the value
and gradient of the objective function relies on only two essen-A simple and efficient method has been presented for
tial features of the underlying physical models. First, the elesynthesizing steady-state temperature fields that satisfy clinical
tromagnetic field must depetidearly on the excitation param- requirements for hyperthermia. Electromagnetic and thermal
eters. This is generally the case, even when aperture applicatoglels, which can incorporate arbitrary inhomogeneities, have
are used. Secondly, the steady-state temperature field musthiieen used to predict steady-state temperature fields. The goal
pendinearly on the SAR, implying a kind of “quadratic” depen-of maintaining temperatures above a threshold inside the tumor

V. CONCLUSIONS
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