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Abstract—Signal integrity analysis has become imperative for  In this paper, we present an efficient model-reduction algo-
high-speed designs. In this paper, we present a new technique torithm for simulation of networks including transmission-line
advance Krylov-space-based passive model-reduction algorithms equations. The proposed technique uses closed-form Padé ap-

to include distributed interconnects described by telegrapher’'s . . . . . .
equations. Interconnects can be lossy, coupled,yand cganpincludeprox'matIon of exponential matrices described in [17]-{19]. The

frequency-dependent parameters. In the proposed scheme, trans-N€W technique guarantees the passivity of the reduced-order
mission-line subnetworks are treated with closed-form stamps macromodel. Also, the proposed algorithm can include trans-
obtained using matrix-exponential Padé, where the coefficients mjssion lines described by frequency-dependinEGparam-
describing the model are computeda priori and analytically. In = g4arg
addition, a technique is given to guarantee that the contribution Th. . ized foll Section Il ai back
of these stamps to the modified nodal analysis formulation leads € paper s orggplze el OWS', ection il gives {i ack-
to a passive macromodel. ground on the modified nodal analysis (MNA) formulation of
Index Terms—Circuit simulation, distributed networks, n.etWO:ESIanUdAHE dlstrlbl:jteldftransmlsslltt)n Ilnes_. S_ectllc_m - re-d
frequency-dependent parameters, high-speed interconnects,v'e\{vS _ecose -form mo e_ Or general transmission lines an
Krylov-subspace techniques, model reduction, transmission lines. derives its MNA stamp. Section IV presents the proposed reduc-
tion algorithm and the passivity preservation proof. Sections V
and VI present numerical examples and the conclusion, respec-
tively.
ECENT trends in the very large scale integration (VLSI)
industry toward higher operating speeds, sharper rise

times, and smaller devices has made the signal integrity anal- i i L
ysis a challenging task. The high-speed interconnect effectd® Multiport linear subnetwork consisting of lumpedLC

such as ringing, delay, distortion, crosstalk, attenuation, afgments andlistributed componentsan be described in the

reflections, if not predicted accurately at early design stage£Place domain as
can severely degrade the system performance. Interconnects

. INTRODUCTION

Il. FORMULATION OF NETWORK EQUATIONS

. . . Ny
can be found at various levels of design hierarchy, such a T _
on-chip, packaging, multichip modules (MCMs), and printed Gy +5C + ;DkYk(s)Dk X(s) = Bvp

circuit boards (PCBs). With increasing frequencies, lumped

models become inaccurate and distributed quasi-TEM models

based on telegrapher’'s equations become necessary. At EVﬁn

higher frequencies, distributed models with frequency-depe‘ﬁ- ere .
dentRLCG parameters become necessary. Simulation of sucl‘P((S) € R"
models using SPICE-like nonlinear simulators suffers from
mixed frequency/time difficulty as well as CPU inefficiency
[1]-{19].

In [17], an efficient transmission-line model based on
closed-form Padé approximation of exponential matrices is
described. It computes an analytical stamp for general trans- | )
mission lines based on the knowledge offisCGparameters ~ Ve:lp port voltages and currents, respectively,
matrices only. Extension of the same to include frequency-de- p is the number of ports;

pendent parameters can be found in [18] and [19]. B = [bi; € {0,—1}] selector matrix
that maps the port voltages into the

node space of the network, where
t e {l,....n},j € {1,...,p},nis

i, =BTX(s) (1)

Laplace transform of the vector of
node voltages appended by independent
voltage source currents, linear inductor
currents, and port currents;

Gy, C, € RV constant matrices describing the lumped
memoryless and memory elements of the
network, respectively;
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the total number of variables in the
MNA formulation;

= [d;; € {0,1}] with a maximum of
one nonzero in each row or column, is
a selector matrix that maps the vector
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of currents entering the interconnect subandd is the length of the line. The exponential maizfkcan be
network %, into the node spac®&™ of written as
the network where € {1,...,n},j €

-1
{1,...,2my}, andmy, is the number of ¢ ~ [Py u(Z)] Qum(Z) (6)
\(/:v%liﬁlljd conductors in the linear subnet, whereP x 1(Z) andQn, 1(Z) arepolynomial matricesthat

v admittance parameters for the intercort can be expressed in terms of a closed-form Padé rational func-
k(s) nect subnetvI\D/orIK andXV, is the number tion [18]. ForM = N = n, the Padé rational function of (6)
. ¢ can be represented as
of interconnects.

The first and second terms in (1) cover the network’s Iumpe?p ] lQn,n(Z)
components and the third term describes currents at subnetwork )2
terminals and then maps them into rest of the network through _ H [P, (Z):] -1 [Qun(Z),]
the matrixDy. As is evident, (1) does not have a direct repre- 11 = ™" e
sentation in the time domain, which makes it difficult to include /2

with nonlinear simulators. * -1 *
= U —Z)a;U—-1Z U+ Z)a; U+ Z
In this paper, we describe a new algorithm to overcome Zl;[l [(a N )] [(a ) )]
the above difficulty. The proposed method is based on the 7
closed-form Padé model [17]-[19] for reduction of (1) to obtain
a passive macromodel of the form for even values ofr and
-1
(M + sN)X,(s) = Bavyp [Prn(Z)] Qun(Z)
. BATE (n+1)/2
ip = B, Xa(s). 2 _ H P, (Z))] -1 (Qun(2);]

It is to be noted that the advantages of obtaining the macro- =0 _1
= [CL()U — Z] [CL()U + Z]

model (2) are twofold: 1) it is in the form of ordinary differ- -

ential equations and, hence, can be easily included in nonlinear (n—1)/2 .
simulators along with nonlinear components for the purpose of X H [(aiU —Z)(aiU — Z)]

transient simulation and 2) the order of the macromodel in (2) i=1

is significantly smaller than that of the equations represented by x [(aiU 4+ Z)(a; U + Z)] (8)

the original system (1), thereby resulting in significant speed

during transient simulations L#gr odd values of.. Here, U represents the unity matrix, =

x; + jy; are complex roots fof > 0, andag is a real root.
The symbol* represents the complex conjugate operation. It
Ill. REVIEW OF CLOSED-FORM TRANSMISSION-LINE STAMP is to be noted thaP,, ,.(Z) andQ,, .(~Z) are strict Hurwitz

Consider anm-conductor coupled transmission line depolynomials [21]. This means that the real parts of coefficients

scribed by telegrapher’s equations ap anda; in (7) and (8) are positive. The matricPs, ,,(Z); and
Q....(Z); are expressed as
a . J.
5. Y (@8 = ~Ri(z,?) —Loi(z,9) [P (Z)], = [( aZU Z)(a;U - Z)]
d . B d B d2 + p?U 2z;a(s)d

%1(%” =-Gv(z,t) - Cav(x,t) (3 = |: 2$7 [a(s)b(s)]Td2 + p?U
whereR, L, C, andG € R™*™ are the per-unit-length pa- [Qun(Z ] = [( aZU—i- Z) 2“ U2+ z)]
rameter matrices and are nonnegative definite symmetric ma- _ [ s)d +p 8] —2%‘?(3)(»’ ) }
trices [1]. The coefficients(z, ) andi(z, t) € R™ represent —2% [a(s)b(s)]" d” + p; U

the voltage and current vectors as a function of positi@nd 9)
time¢. Equation (3) can be written in the Laplace domain usi

n : - .
the exponential function as f%r the subsections consisting of complex pole-zero pairs where

pi =} +yi and

(d’ 3) _ .z V(O’S) aoU a(s)d
BRIt @ [Pon(@], = 0 -7) = [0, ]
where = _| @«U -a(s)d
[Qun(Z)]g = [a0U +2] = [—b(s)d aU (10)
7 = [ t? _z:)(s)} d for the subsection consisting of a real pole-zero pair.
—b(s) It can be shown [18], [19] that Zm-port subnetwork whose
a(s) =R+ sL hybrid parameters are given by the Padé rational function of

b(s) = G+ sC (5) (7), (8) can be described in the frequency domain by a set of
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equations in the for{F + sK)X(s) = J, which relate the pressedasin(11)—(13). Atechnique to modelinterconnects with

voltages at thém ports. These equations can be used as a stafmguency-dependent parameters while preserving the passivity

representing the whole transmission line in the unified MNAf the Padé macromodel is described in [18] and [19].

formulation. The matrice¥' andK are given by Using the proposed stamp of the interconnect, the system of
(1) can be put in the following form:

F=> ¢fGy: K=Y ¢fCiy (11)
i i (M +sN)X,(s) =B,vp, i, =BIX,(s) (14)
where G; and C; represent the stamps of each subsection, ai'
shown in (12), at the bottom of this page, for the subsectiolis'®"®
described by (9) and Ny T
_ M= Gt Y3 ()T Gl
e o e U P
2@0 2@0 N,
ag —ag ~ _ T
G=| © ¥ ' og T ' U N=Ca+> > () Crof (15)
4o “Wpo <@R—1 N 1G> e
2a9 2d 2d 2a0 Here, the matrice6',, C,, andB, are obtained fronG,,, C.,
- dU _g 0 andB by appending them by rows (and/or) columns that contain
- 0 — 0 zeros to account for the extra state variables required for the
2“8 2“8 0 stamp of the transmission line. Thus,, C,, andB, can be
c— | d 0 d 0 (13) expressed in the following block form:
2a9 2ag
2d _|Gg O _|1Cs O | B
0 0 0 a_oL Ga_[o 0} Ca_{o o] Ba=|o| (O

for the subsection described by (10). The matrigesgre se- The indexes andk represent théth subsection of théth in-

lector matrices that map the block stam@s and C; to the terconnect.

rest of the network variables spafé’*, whereN,, is the total It should be noted that the MNA matrices described by (12)

number of variables in the network including the extra state vaend (13) are obtained analytically in terms of per-unit-length pa-

ables augmented by the stamps of transmission lines. rameters and predetermined constants given by the Padé approx-
For the case of interconnects with frequency-dependent fpaation. An error criterion for selecting the order of the Padé

rameters, th& -parameters of each subsection can also be epproximation is described in [17]-[19]. In Section IV, we de-

- 2
z; 0; 1 d —T; d Pi p—1
Ly AR ¢ —UR 0 L 0 o
s -
—Zip-t YRl 0 0 0 U o
d d . .
0 0 G waidel 0 -U o
G — J Pid dpi J
i— —I; i
0 G “a 0 0 U
dz; p; <p? 4%‘)
2 2
Pi p-1 Pi_p-1
P 0 0 L 0 -U
0 -U U 0 0 0 o
i 0 0 0 ~U U 0o 0|
= J )
0 o C 0 0 0
dx; dz;
0 o o 0 0 0 0
o o & side 0o 0 0
Pi Pi
d —;d id o d
CG=|—-c o 2% (ZX+%)c o o (12)
4z; Pi Pi dz;
0 0 0 0 0 0 0
0o 0 0 0 0 L 0
Ty
dzd
0o 0 0 0 0o 0o
L P
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scribe the model reduction algorithm for reducing the systeamd then handle the quadraticfom“TYh(s)z by some vector
described by (14). algebra to obtain

IV. M ODEL REDUCTION AND PASSIVITY PRESERVATION Z*TYh(S)Z
_ «THQRT 9 gy —1 Y *N\—T11H
In this section, we describe a reduction algorithm for dis- — 2 ]?’a [(M + S}\I) JFA(M +S N) A ]BaZA
tributed interconnects based on the congruent transformation. = z*TB} (M + sN) ™' [(M + sN) + (M + s*N)T]
We will also show how to include_ transmission lines with_ % (MJFS*N)fT]gaZ' (22)
frequency-dependent parameters in the proposed reduction

scheme. In addition, we will prove the passivity of the resettingd = (M + s*N)"TB,z ands = & + jw yields
duced-order macromodel.

2 TYy(s)z = &*T[M + MT + o(N + NT)] o
= TQTM+MT +s(N +NT)| QP

A. Model Reduction

An orthonormal matrixQ is constructed usingq/p| itera-
tions of the block Arnoldi algorithm, such that [13]

(23)
colsp(Q) = Kr(A, R, q) wherey = Q®&. Substituting from (15) for the matricd and
Q'Q=1I, (17) Nin (23) and using the fact th&,, is symmetric yields
where 2" TYy(s)z
_ . *T Gq& + G’qI; 0 «T ng 0
A=_MN -7 <[ 0 0| )Y (|0 o)
R=M"'B (18) 2 T [k Tk
+ * Y Gi + Gi 4
Kr(A,R,q) = colsp[R,AR, AR, ..., A" 'R], Y ; Z (1) ( (GF) )d Y
k=lq/p] (19) e T T
ey (X " (et s e)) ok ) v
andI, € R7*? is the identity matrix. k=L (24)

Next, the matrixQ is used to reduce the augmented system

matrices of (14) using the congruence transform Thus, to prove that the second condition is satisfied, we need to

. - . - . - show that each one of the four quadratic forms in (24) is non-
M=Q'MQ N=Q'NQ B,=Q B.. (20) ' negative. Firstly, we consider the first two quadratic forms. The
matricesCy andG¢+G;f can be formulated to be nonnegative
The admittance matrix for the reduced system is given by definite [13]. Hence,

N N N N N T
Y(s) = BI(M + sN)™'B,. (21) y*T <[G¢ 46 G 8D y2>0
It can be shown that the reduced-order system described by (20) 2y* T <[%“5 8}) y > 0. (25)

and (21) preserves the firsy/p| block moments. The proof

of the preservation o.f moments is ident.ical to the one given ), the other hand, proving that the last two quadratic forms
[13], where the matricebd andN contain stamps of lumped i, (24) are nonnegative requires showing that matrices
components only. However, a new approac_h is needed her%ﬁcin)fr(G;{ + (G)T)yk and (¢5)T(Ck + (CK)T )k are
prove that the reduced system is passive since the maces,gnnegative definite. These matrices are described in the
andN Qf t.he o_rlglnal system contains the stamps (11)—(13) @f;m of a congruence transform of the matrie@k + (GX)T
transmission lines. and C¥ + (CKX)T, respectively, wherey¥ is used as the
o _ transformation matrix. Hence(yX)T(GK + (GK)T)yk

B. Passivity Preservation and (¢¥)T(CE + (CE)T)yk are nonnegative definite if

In this section, we prove that the reduced-model representagt + (G¥)T andCk + (CK)T are nonnegative definite [22].
by (21) is passive. The sufficient and necessary conditiombus, to complete the proof of passivity, we need to show
required for the reduced system of (21) to be passive athatG¥ + (G¥)T andCk + (CK)T are nonnegative definite.
1) Y(s*) = Y*(s) and 2)Y(s), is a positive real matrix, This proof is given in the following subsection through the
i.e., z*T[YT(s*) + Y(s)]z > 0 for all complex values ok establishment of the basic properties of the matriGgsand
satisfying thatRe(s) > 0 and any arbitrary complex vectar C¥.
The first condition is automatically satisfied since the reduced 1) Properties ofz; and C; Matrices: For ease of presen-
matricesM, N, andB, are all real. To show that the secondation, we omitted the superscriptin Gk and Ck. We only
condition is also satisfied, we s&fy,(s) = Y(s) + YT(s*) consider the case where these matrices represent a complex
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pole-zero subsection, as in (12), since similar arguments candoel P is some suitable permutation matrix chosen such that
used to treat the real pole-zero subsection of (13). Using (12),

G; andC; can be represented as K K o0 --- 0
K K 0 --- 0
. . Gp=(0 0 0 --- 0 30
Gi=| Vi Bl =% 0 (26) T - )
-E 0 0 H; : Do :
o o 0 --- 0

and (27), shown at the bottom of this page.
Clearly,H; is symmetric nonnegative definite since itis block®
diagonal with symmetric nonnegative definite diagonal blocks

p can be expressed in terms of congruence transform as

_ T Ji0e
[22]. The next two theorems are developed to showWatnd Op = F" diag(K,0,...,0)F (31)
Z; are nonnegative definite.
Theorem 1: Let © be a block structured matrix that has onlyvhere
four nonzero block matrices located at the block entfies), U U 0 --- 0
(4,4), (4,7), and(4, 7). Assume that these four blocks are equal O U 0 --- 0
toK,i.e, F=|0 0 U --- 0 (32)
0 0 R :
K --- K 0O 0 0o --- U
0= : : (28) andU is the unity matrix. From (29)—(32), the matixcan be
K .- K written in the form of the congruence transform
0 ... 0
_ _ - . © = (FP)T diag(K,0,...,0)(FP). (33)
whereK € R?%%? is a nonnegative definite matri© is then
nonnegatlye definite. , _ Since K is nonnegative definite, thediag(K,O0,...,0) is
Proof: To simplify the proof considerably, we consider &,54 nonnegative definite. Hence, the matéiis nonnegative
permutated version d, i.e.,©p, where definite since it is defined as a congruence transform of
diag(K,0,...,0) using FP as the transformation operator
6 =PTopP (29) [22]. [
[ & Pi —1 d G xZR 1 0 d pg R-1
< d + 4a:id> + 4x; d 4z; 4z,d
x; x;
‘R ZRY 0 0 0
d d d d
X; —X;
. = 0 0 —G G 0
Wi i i
d —z;d zd d
4x; 0 p7 ¢ < o7 4$i> “ 0
2 2
Pi -1 Pi -1
—R 0 0 0 —R
L 4.’L’Zd 4.Tzd -
- d d -
C o 0 0
4.Z‘Z 4xz
0 0 9[ Od 0
z—| o o Zlc —%c 0
1 p b
d z;d z;d d
C o C — ) C
4z o < pi 4%‘)
0 0 0 0 i
ET — (0o U -U 0 o
0 0 0 U -U
rd
—L 0
g 4z.d
o g
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Theorem 2:Let ¥ be a matrix that has the same structureshere
as©, except that the blocks at the entrigs;) and(y,<) are

negated, i.e., F 0 0 o P2
0 0 0 0 O
K -K Wii = 0 0 0O 0
U= (34) y 0 0 0 O ) 0
K K Pi -1 90 0 0 Pi -1
0 - 0 - 4-Tzd 4-Tzd
ZR! 'R 0 0 O
d d
—X; Xi
whereK € R9%7 is a nonnegative definite matriX/ is then W, p ER—l 0 0O
nonnegative definite. 12 — 0 0 00 O
Proof: The proof of this theorem follows similar lines to 0 0 0 0 0
the proof of the above theorem where, in this case, we consider i 0 0 0 0 0
the permutated matri¥p to put¥ in the form of the congru- 0 0 0 0 07
ence transform 0 0 0 0
0 o x;d —a:idG
v =PTUpP (35) Wis = i [
_ _ _ _ 0 0 —G ~G 0
whereP is some suitable permutation matrix such that o o pio piO
- d d ]
K -K o 0 . 00 7 -G 0
-K K 0 0 9 00 0 o
Up=| 0 0 O 0 (36) W4 = do 0 0 do 0
: : 1 G 0 0 1 0
Xy Xq
o 00 0 0 o0 o0 0 o
¢ ‘¢
Wp can be expressed in the form 4z; 00 4z 0
0 0 0 0 0
Zi) = 0 0 0 0 0
Up = FT diag(K.0,...,0)F (37) . d d
0 0 0
L O 0 0 0 0
where ‘0 0 0 0 0
u -u 0 00 x;d a:qd 0
0 U 0 -~ 0 0 0 =C —C 0
F—|0 0 U ... 0 38 Ziz = P 1% . (41)
S : 0 0 —C =C 0
: : : : P P
0 0 0 - U (0 0 0 0 0]
From (35)—(38)¥ can be written in terms of congruence trans-
form Since the constantg andz; are positive and the per-unit-length
parameter matriceR, L, G, and C are nonnegative definite,
¥ = (FP)T diag(K, 0, ...,0)(FP). (39) thenusingtheorems (1) and (2), allthe block matrices in (41) are

nonnegative definite. This means thaf; andZ; are the sum-

SinceK is nonnegative definite, the matriiag(K,0,...,0) Mmation of symmetric nonnegative definite matrices and, hence,

is also nonnegative definite. Hencg,is nonnegative definite they are symmetric nonnegatlvE def|n1|{te [22]. - =
since itis defined as congruence transformief; (K, 0, . . . , 0) Corollary (2): The matrice<Cy 4 (C¥)T andG¥ + (Gy)
usingFP and as the transformation operator. m are symmetric nonnegative definite.

Proof: This result can be easily deduced by noting that

crrr=[% §1+[% 5]

+
Wi =W;1+W;i2+W;3+ Wi, Zi O
Zi =Zix +Zs2 (40) { 0 QHJ

Corollary (1): The matricesW; and Z; in (27) are sym-
metric nonnegative definite.
Proof: W; andZ; can be written as

[N\
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P1 | 30 Transmission Lines | P2 I_OI Vout 0.25} 1
638 Resistors I—{ l
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Fig. 1. Linear subnetwork circuit with nonlinear termination. 01
0.4 T
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' Frequency (GHz)
0.25 1 i . . .
1 Fig. 4. Magnitude o>, of linear subnetwork for example 1.
T 02 |
> 8 T T T
-— SPICE
0-15 ] U - - - Proposed
0.1r J 6r ]
5F 4
0.05¢ 4
4+ g
2
% 1 2 3 4 5 6 g 3‘} |
Frequency (GHz) o 2t ]
g 1
Fig. 2. Magnitude ob;; of linear subnetwork for example 1.
0,
0.25 : : : -1r .
— SPICE Al ]
- -+ Proposed -
0.2} ] - 5 10 15 20 25
Time (ns})
0.15 ) Fig. 5. Time response at output pdft- for example 1.
x
= 6k — SPICE ||
0.1 J - - - Proposed
5b —w —y— ]
0.05 1
4 ~
)
S
0 ‘ ‘ : 2
0 3 4 5 6 53 .
Frequency (GHz) L
- . . 2+ J
Fig. 3. Magnitude oft’;» of linear subnetwork for example 1.
4t _
W; E w; E]T
Gt @ = | | S Lk Ll
i +( i ) —ET 0 + —ET 0 ok . ‘ ‘ ‘ 1

(42) Time (ns)

Fig. 6. Time-domain response at output nddg, for example 1.

. |:2Wi 0

0 5 10 15 20 25
0 0}

; k k\T k k\T i-
which means tha€;* + (Cy)' andG;* 4 (G{)* are block di TABLE |

agonals with symmetric nonnegative definite diagonal blaks. CPU COMPARISON OFTIME RESPONSE FOFEXAMPLE 1
This concludes the proof of passivity. Next, we will briefly
outline the extension of the proposed passivity preservation ¢ Proposed Method Conventional lumped model .
i i i i i (seconds) (seconds) Speed-up
gorithm for reduction of interconnects with frequency-indepen - .~ -

dent parameters.



2332 IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 48, NO. 12, DECEMBER 2000

70 T T T T

601
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Fig. 7. R andL versus frequency for example 2.

0.35 .
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0.3r 1

0.25¢ J
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JY11|

0.15 1
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0 ] L 1 L L "
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Frequency (GHz)

Fig. 8. Magnitude oty of linear subnetwork for example 2.

2) Interconnects with Frequency-Dependent Parameténs:
order to preserve the passivity of the reduced-order macro-
model, the functions used to model the frequency-dependent
parameters must be positive real. A technique to realize the
frequency-dependent parameters in terms pokitive-real
functionsdescribed byRL components and ideal transformers
can be found in [18]. The matric&s; andC; including trans-
mission lines with frequency-dependent parameters can also be
represented in a form similar to (26) [18]. Hence, the matrices
G; andC; for the case of frequency-dependent parameters can
also be shown to be nonnegative definite using similar proof to
the one presented in Section IV-B.

V. COMPUTATIONAL RESULTS
Two examples are presented in this section to demonstrate

480

340
10"

0.12

0.1p

0.08f

[Y12]

0.04

0.02

0.15

0.1

[v22|

0.05

. :
10° 10' 10° 10

Frequency (MHz)

— SPICE
- -+ Proposed ||

2 3 4 5 6 7
Frequency (GHz)

Fig. 9. Magnitude of’;» of linear subnetwork for example 2.

— SPICE
- -+ Proposed

2 3 4 5 6 7
Frequency (GHz)

the validity and efficiency of the proposed method. The secof@. 10. Magnitude ok’ of linear subnetwork for example 2.

example includes interconnects with frequency-dependent pa-

rameters. The results given by the proposed method are cdional lumped segmentation model [8] to obtain the network’s

pared with SPICE analysis. Within the context of this sectiotime-domain response.

SPICE analysis refers to solving the transmission-line equationEExample 1: A two-port linear subnetwork consisting of
to obtain the network’s frequency response or using the convdi»16 linear components (including 30 transmission lines) with



DOUNAVIS et al: PASSIVE MODEL REDUCTION OF MULTIPORT DISTRIBUTED INTERCONNECTS

— SPICE

- - - Proposed |

Vp2 (Volts)

0 5 10 15 20
Time (ns)

Fig. 11. Time response at output pdff. for example 2.

25

— SPICE

- - - Proposed

3_

Vout (Volts)

| 1 [

2333

TABLE I
CPU GOMPARISON OFTIME RESPONSE FOREXAMPLE 2

Proposed Method Conventional lumped model
(minutes) (minutes)

1.7 80.5 47

Speed-up

ables. Performing the passive reduction scheme, a macromodel
containing 184 variables is obtained. Figs. 8-10 show a com-
parison ofY -parameters of the linear subnetwork, which are
obtained using SPICE analysis and the proposed macromodel.
Figs. 11 and 12 present a comparison of time responses at output
nodesV,, andV,,, respectively. The input pulse used for this
example has a rise/fall time of 0.1 ns and pulsewidth of 5 ns.
On a Sun Ultra 5 computer it takes 1.7 min to obtain the tran-
sient response with the reduced model, while the conventional
lumped system requires 80.5 min (Table II).

VI. CONCLUSION

A new algorithm has been presented in this paper to include
transmission lines in passive model-reduction techniques.
The transmission lines can be lossy, coupled, and can include
frequency-dependent parameters. The proposed scheme uses a
closed-form Padé approximation to model each transmission
line. In addition, the contribution of the transmission-line stamp
to the MNA equations guarantees the passivity of the reduced

(1]

W W 2

0 5 10 15 20 25 [3]
Time (ns) [4]

Fig. 12. Time-domain response at output nddg; for example 2. (5]
nonlinear terminations has been considered for this example[el
(Fig. 1). A stamp representing a rational approximation of
order (5/5) was used for the transmission lines. The original seP]
of MNA equations contained a total of 1682 variables. Using [g]
a multipoint version of the reduction algorithm of Section IV
[14], the size of the reduced system obtained wasx666. [9]
Figs. 2—4 show a comparison &f-parameters of the linear
subnetwork, which are obtained using SPICE analysis and the
proposed method. Figs. 5 and 6 compares the time responééoé
at two output nodes of the circuit’f, and V), respectively.

The input pulse used for this example has a rise/fall time of!1l
0.1 ns and pulsewidth of 5 ns. The transient simulation of the
reduced-order system on a Sun Ultra 20 machine required 30/&]
of CPU time, while the conventional lumped system required
817 s on the same machine (Table I).

Example 2: A two-port linear subnetwork consisting of 2203 [13]
linear componentsrfcluding 35 interconnects with frequency-
dependent parametérsvith nonlinear terminations is consid- [14
ered. Fig. 7 shows the per-unit-length resistance and inductance
as function of frequency. A Padé approximation (order 8/8) is
used to model each interconnect. The total size of the MNALlS]
equations including the Padé interconnect stamps is 4352 vari-

system.
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